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ABSTRACT 

Traveling-wave Electroabsorption Modulators 

by 
Shengzhong Zhang 

 The transmission bit rates in backbone telecommunication optical fibers are 
increasing rapidly, motivated by the explosive growth of Internet traffic.  As the 
channel bit rate – distance product increases, external modulation of the laser light 
is necessary to avoid the unacceptably high chirping of directly modulated lasers 
and to overcome the dispersion of standard single mode fiber.   
 LiNbO3 electro-optic modulators are currently widely used in low bit-rate 
applications.  However, the high drive voltage requirement for these modulators 
becomes a big problem at high bit rates.  On the other hand, electroabsorption (EA) 
modulators based on quantum confined Stark effect in multiple quantum wells 
(MQWs) are advantageous for their high speed, low drive voltage, high extinction 
ratio and integratibility with lasers.  Currently, EA modulators use lumped 
electrode structures, which limit the device bandwidth by the RC time constant and 
require a short device length for high speed operation. 
 This thesis proposes a traveling-wave electrode structure for 1.55 µm EA 
modulators to overcome the RC limitation in lumped devices, and therefore makes 
it possible to achieve high bandwidths with longer device lengths and lower drive 
voltages.  This structure has been demonstrated to improve the bandwidth of the 
device.  An InGaAsP/InGaAsP MQW traveling-wave EA modulator with a 
bandwidth of 25 GHz and a drive voltage of 1.2 V for an extinction ratio of 20-dB 
has been demonstrated.  Successful transmission experiments at 10 Gbit/s and 30 
Gbit/s have for the first time shown promising system performance with these 
devices.  This is also the first electrical time division multiplexing system ever been 
demonstrated by a university to operate over 20 Gbit/s.  We present here the 
design, fabrication and characterization of these devices. 
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CHAPTER 1 

Introduction 

1.1 External modulators for fiber-optic communications 

 In recent years, the optical fiber communication networks are experiencing 
a rapid growth, driven by the explosive growth of Internet data traffic and voice 
traffic.  In order to best utilize the enormous capacity of the optical fiber, intensity 
modulation direct detection (IMDD) systems with time division multiplexing 
(TDM) and/or wavelength division multiplexing (WDM) are widely used.  In TDM 
systems, the low bit-rate baseband signals are multiplexed in time to a single-
wavelength high bit-rate signal; while in WDM systems, the signals are 
multiplexed in the wavelength domain such that there are more than one 
wavelength in a single fiber.   

Currently, WDM systems with each channel bit rate of 2.5 Gbit/s are 
commercially available.  For better frequency efficiency, dense wavelength 
division multiplexing (DWDM) are deployed, in which the channel spacing is 
reduced to 50 ~ 100 GHz.  This will, however, still lose large amount of the optical 
bandwidth, and require ultra-stable wavelength control on lasers and optical filters 
that demultiplex the signal.  On the other hand, TDM systems have much loose 
requirements on the wavelength stability of the laser and have higher bandwidth 
efficiency.  One solution is to incorporate TDM into WDM channel by increasing 
the bit rate of each WDM channel. WDM systems with single channel bit rate of 10 
Gbit/s are under commercial development, while systems with single channel bit 
rates even higher are attracting research interest.  Over terabit per second 
transmission capacities have been demonstrated in the lab with multiple 
wavelengths at channel bit rates of 10Gbit/s [1], 20 Gbit/s [2-5], 160 GHz [6], 200 
GHz [7].  Therefore, the development of high-speed TDM systems will be the basis 
for future WDM systems. 

TDM systems with single channel bit rate of 400 Gbit/s [8] have been 
demonstrated.  The multiplexing of these signals is done in the optical domain and 
it is called OTDM – optical time division multiplexing, which is achieved by 
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delaying each baseband optical channel and then combining them together.  For 
optical multiplexing, mode-locked laser sources are used. This return-to-zero (RZ) 
signal has a drawback in that it will require double of the frequency bandwidth of 
the non-return-to-zero (NRZ) signal.  It also has problems relating to mode-locked 
source generating, optical multiplexing and demultiplexing.  

The counterpart of optical TDM is electrical TDM, in which the 
multiplexing of baseband signal is done in the electrical domain.  In this case, the 
ultra-high speed electrical signals are directly applied onto the optical coding 
devices, such as lasers and modulators.  This system has the advantage that it has 
the highest frequency efficiency, and can take the advantages of electronics.  
Electrical TDM systems have demonstrated operations at 40 Gbit/s [9-13].  The key 
elements for such an electrically multiplexed TDM system include the high-speed 
circuitry for signal generation, amplification, synchronization, and demultiplexing 
[14], and high-speed optical coding devices.   

The laser light can either be directly modulated or externally modulated.  
For direction modulation, the modulation electrical signal is directly applied onto 
the laser; while for external modulation, the laser operates continuously and a 
modulator is used to modulate the light.  

The highest 3-dB bandwidth of a directly modulated laser reported to date is 
48 GHz [15] at a wavelength of 0.98 µm.  The highest bandwidth of a 1.55-µm 
laser reported to date is 30 GHz [16].  These bandwidths are large enough for a 
system with channel speed as high as 40 Gbit/s; however, the biggest problem for a 
directly modulated laser is its frequency chirping, which represents itself as 
wavelength (frequency) variation between on and off states [17-20]. Due to this 
wavelength variation, the optical pulse will have an extra broadening effect when 
transmitting through a dispersive fiber, hence degrade the system performance.   

Frequency chirping also exists in light modulated with external modulators 
[21] due to the Kramers-Kronig relations [22] between the real and the imaginary 
parts of the dielectric constant, which is also the reason for frequency chirping in 
lasers.   

Fig. 1.1 shows the predicted transmission capacity for standard single mode 
fiber, defined as the bit rate (B) square and length (L) product, as a function of the 
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chirp parameter [23].  Here non-return to zero signal is assumed.  The chirp 
parameter, α, also called linewidth enhancement factor, is defined as [21] 

 
k
n

∂
∂=α , 

where, n and k are, respectively, the real and imaginary parts of the modal 
index of the electroabsorption waveguide.  

From Fig.1.1, we can see that the transmission capacity degrades rapidly as 
α increases for positive chirp [23].  A maximum capacity is predicted with a 
slightly negative chirp parameter, due to the constructive interplay between the 
negative chirp and the positive dispersion [24].  The chirp parameter is typically 
between 4-6 for semiconductor lasers [25], while it can be as low as zero or be 
negative for external modulators [21, 23, 26, 27].  Therefore, the transmission 
distance can be greatly increased with external modulators.  This is the main reason 
for using external modulation rather than direct modulation in high-speed long-haul 
transmission systems.  
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Fig. 1.1 Transmission capacity as a function of the chirp parameter.  The right axis shows the 

possible transmission length at 10 Gb/s, after reference [23]. 
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1.2 Electroabsorption vs. electro-optic modulators 

In terms of operation mechanism, there are generally two types external 
modulators, electro-optic (EO) and electroabsorption (EA) modulators.   

Electro-optic modulators are based on linear electro-optic effect, which is 
defined as the change of material refraction index under the presence of an electric 
field.  By modulating the electric field, the optical phase is modulated, therefore 
making a phase modulator [28] or an intensity modulator in a Mach-Zehnder 
interferometer configuration.  The latter is widely used for making electro-optic 
intensity modulators and they are usually made with traveling-wave electrode 
structures in order to achieve high-speed operation [29].   

Electroabsorption modulators are based on electroabsorption effect, which 
is defined as the change of material absorption in the presence of an electric field.  
It is called the Franz-Keldysh effect in bulk materials [30, 31] and Quantum 
Confined Stark Effect (QCSE) in quantum-well materials [32, 33].  The QCSE type 
has much higher modulation efficiency and attracts much research and commercial 
interest.   

In order to compare the performance of different modulators, we use a 
figure of merit similar to the one proposed by Walker [29] as 

 

020

3

50
2

λ
λ⋅⋅

+
=

dB

dBe

in

in

V
f

Z
ZFOM  

where 
Zin is the characteristic impedance looking into the modulator (in Ω), 
f3dBe is the electrical 3-dB bandwidth of the modulator (in GHz), 
V20dB is the drive voltage for the electroabsorption modulators, and half 
wave phase shift voltage for electro-optic modulators (in V), 

λ is the operation wavelength, and λ0 = 1.55 µm. 
Since we are mostly considering modulators operating around wavelength of 1.55 
µm, the figure of merit is normalized to this wavelength.  
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Material systems that have been used for making traveling-wave electro-
optic modulators include: LiNbO3 [34-40], GaAs/AlGaAs [29, 41-44], InGaAsP/ 
InP [45-47], InGaAlAs/InAlAs [48], and polymer [49-53].   

Table 1.1 summarizes the performance of these electro-optic modulators.  
LiNbO3 modulators are among all kinds of modulators the most widely 

commercialized modulators.  Optical 3-dB bandwidth as high as 75 GHz has been 
demonstrated [38]; however, the highest electrical 3-dB bandwidth is 40 GHz [38, 
40].  The lowest drive voltage is 2.9 V [39].  The drawback of this type of 
modulator is the bias point sensitivity to temperature and it is not suitable to 
integrate with driving circuitry or lasers.  The drive voltage of LiNbO3 modulator 
(2.9 ~ 5 V) is generally higher than that of the electroabsorption modulator (1.2 ~ 
3.3 V).   

GaAs/AlGaAs modulators have the advantages in possibility to integrate 
with driving circuitry or a laser source, and easier to obtain optical and electrical 
wave velocity match.  These modulators usually use bulk materials and have thick 
intrinsic layer [54].  However, due to the small electro-optic coefficient, these 
modulators usually require long interaction region and the drive voltages for these 
modulators are very high, making it hard to use in communication systems.   

Other than GaAs/AlGaAs modulators that operate at wavelength far away 
from the bandgap energy, InGaAsP/InP and InGaAlAs/InAlAs MQW Mach-
Zehder electrooptic modulators have bandgap energies close to the photon energy.  
These modulators use multiple quantum well structures and have thin intrinsic 
layers, therefore have a larger electric field.  Due to Kramers-Kronig relations [22], 
the electric field-induced index change is enhanced when close to bandgap.  Also, 
quantum confined Stark effect will further reduce the drive voltage.  These devices 
can be made with an order of magnitude shorter than the GaAs/AlGaAs devices, 
and have been demonstrated with reasonably low drive voltages. InGaAsP/InP 
MQW EO modulators have been integrated with long-wavelength lasers and 
transmission experiments have shown promising performance [47].  
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Material System Ref. Vπ (V) f3dBe 
(GHz) 

ERmax 
(dB) 

FOM 
(GHz/V) 

Comments 

LiNbO3 

Kawano, 1989 [34] 4.7 10  2.13  
Gopalakrishnan, 
1992 

[35] 5.0 15  3  

Dolfi, 1992 [36] 12.3 44  3.58  
Rangaraj, 1992 [37] 5.0 10  2.0  
Noguchi, 1994 [38] 5.0 40 22 8 f3dBo=75 GHz 
Noguchi, 1998 [39] 2.9 30  10.3  
Mitomi, 1998 [40] 3 40  13.3  

GaAs/AlGaAs 

Wang, 1988 [41] 11 16 13 1.22 λ=1.3 µm 
Walker, 1991 [29] 4.25 22.5  3.93 λ=1.15 µm 
Spickermann, 1996 [42] 14 >40  >2.86  
Spickermann, 1996 [43]    6.45  
Khazaei, 1998 [44] 20.5 22 9.5 1.07  

InGaAsP/InP, MQW 

Agrawal, 1995 [45] 6.8 14 19 2.1 (1) 
Fetterman, 1996 [46] 6.0    L=300 µm 
Rolland, 1998 [47] ~4.0 ~10 16  (2) 
Rolland, 1998 [47] ~2.6 ~2.5   (3) 

InGaAlAs/InAlAs, MQW 

Wakita, 1992 [48] 3.8 20 20 5.3 L=300 µm 

Polymer 

Van Schooti, 1996 [49] 7.5 20 20 2.7 L=2 cm 
Lee, 1997 [50] 4.85    L=1.5 cm 
Ermer, 1997 [51] 3.5    L=2.6 cm 
Chen, 1997 [52]     (4) 
Chen, 1999 [53] <10 f3dbo 40    

Table 1.1 Summary of electro-optic Mach-Zehnder modulators.  Unless specified, the operation 
wavelength is 1.55 µm.  

Note:  (1) 7.2 dB optical propagation loss, L=500 µm  
(2) 10 Gb/s, L=500 µm, 105 km SMF transmission demonstrated with Vpp=4 V 
(3) 2.5 Gb/s L=1200 µm, 825 km SMF transmission demonstrated with Vpp=2.6 V 
(4) λ=1.3 µm, less than 3 dB (optical) drop within 75 ~ 113 GHz range. 



 7

 

Material System Ref. V20dB 
(V) 

f3dBe 
(GHz) 

Lactive 
(µm) 

ERmax 
(dB) 

Electrode 
Structure 

FOM 
(GHz/V) 

Note 

InGaAs/InAlAs 

Wakita, 1987 [55] 2.0  120-
180 

20 Lumped   

Kotaka, 1991 [56] 2.0 16.2 100 21 Lumped 8.1  
Devaux, 1995 [57] 2.4 42 75 30 Lumped 17.5  
Wakita, 1995 [58] 1.5 22 200 41 Lumped 14.7  
Yoshino, 1996 [59] 2.3 40 100 32 Lumped 17.4  
Satzke, 1995 [60] 2.5@

16dB 
42 120 16 Lumped   

Ido, 1996 [61] 3.3 50 63 25 Regrowth 15.15  
Ido, 1996 [61] 2.6 27 100 >22 Regrowth 10.38  
Ido, 1996 [61] 2.25 21 150 >32 Regrowth 9.33  
Heinzelmann, 
1996 

[62] 10@ 
19dB 

70 1.0 
mm 

21 TW 5.87 n-i-n 
λ=1.3µm 

InGaAlAs/InAlAs 

Kotaka, 1989 [63] 6@19
dB 

>20 100 18.6 Lumped 3.33  

Wakita, 1990 [64] 6.0 25 90-120 25 Lumped 4.17  
Kawano, 1997 [65] 2.1 13 200 35 TW 6.19 f3dBo = 50 

GHz 

InGaAs/InGaAlAs 

Mihailidi, 1995 [66]     TW  (1) 
Devaux, 1997 [67] 1.5 20 145 28 Lumped 13.33 Spiked 

QW 

InAsP/InGaP 

Liao, 1997 [68]      TW  (2) 

InGaAsP/ InGaAsP 

Devaux, 1993 [69] 1.7 27 100 26 Lumped 15.43  
This work, 1999 [70] 1.2 25 300 50 TW 17.2 Zin=35 Ω 

Table 1.2 Summary of quantum well electroabsorption modulators.  Unless specified, the operation 
wavelength is 1.55 µm.  TW: traveling-wave structure, ERmax: maximum extinction ratio. 

Note:  (1) No optical response was reported. Microwave loss was 7.3 dBcm-1 GHz-1/2 for a ridge 
width of 3.9 µm and an intrinsic layer thickness of 0.787 µm. 

 (2) λ=1.3µm, no optical response was reported, microwave loss was 5.6 dB/mm @ 40 GHz 
for a ridge width of 3.0 µm and an intrinsic layer thickness of 0.9 µm. 
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Polymer materials are attracting increasing interest for their low dispersion, 
fast electronic response, and suitability for large-scale product manufacturing.  
Modulators made of polymer have demonstrated less than 3-dB (optical) drop 
within the whole W band (75 ~ 110 GHz).  However, these modulators usually 
require large drive voltage.  The performance is still far from practical use for ultra-
high speed fiber optic communications. 

Material systems that have been used for making quantum well 
electroabsorption modulators include: InGaAs/InAlAs [55-62], InGaAlAs/InAlAs 
[63-65], InGaAs/InGaAlAs [66, 67], InAsP/InGaP [68], and InGaAsP/InGaAsP 
[69, 70]. 

Table 1.2 summarizes the performance of these quantum well electro-
absorption modulators.  

Compared to EO modulators, EA modulators have generally lower drive 
voltages (1.2 ~ 3.3 V), higher figure of merits and larger maximum extinction 
ratios.  The highest 3-dBe bandwidth reported for EA modulators is 50 GHz.  
Furthermore, compared to LiNbO3 modulators, III-V EA modulators have another 
freedom in that they can be monolithically integrated with driver circuitry and/or 
laser sources.  

Most of the EA modulators reported are lumped devices.  These devices are 
typically shorter than 200 µm.  For ultra-high speed operation, the devices are as 
short as 63~75 µm to reduce capacitance [57, 61].  However it is difficult to 
fabricate such a short device, and cleaving length restricts the minimum device 
length and hence the modulation speed.  Furthermore, such a short device is hard to 
package because microwave strip lines as well as the optical components must be 
assembled close to the device.  In order to achieve this ultra-short length, passive 
waveguides were grown to make the whole device long enough to handle [61].  
This therefore complicates the fabrication process.  Another drawback for these 
short active region devices is that the maximum extinction ratio is lower and the 
drive voltage is higher compared to longer devices.   

In order to achieve both high speed and low drive-voltage operation 
traveling-wave electrode structures have been attracting research interest.  Among 
the four traveling-wave electroabsorption modulators (TEAMs) reported by other 



 9

groups, three of them were using thick intrinsic regions [62, 66, 68]. These 
modulators have very low electroabsorption efficiencies due to low electric field 
and only one of them reported EO response, but with a drive voltage as high as 
10.0 V and a maximum extinction ratio of only 18.5 dB.  Kawano et al [65] 
reported a 200-µm long traveling-wave device with thin active region.  This device 
revealed an optical bandwidth of 50 GHz; however, the electrical bandwidth was 
only 13 GHz.  In order to have longer device length for making the feed lines, 
passive waveguides were grown outside of the active region.  This, however, 
complicates the fabrication process.  

As will be shown throughout this thesis, we have successfully demonstrated 
traveling-wave EA modulators with both high speed (f3dBe=25 GHz) and low drive 
voltages (V10dB=0.8 V, V20dB=1.2V), yielding to a figure of merit as high as the best 
ever reported.  Transmission experiments were demonstrated at 10 Gbit/s and 30 
Gbit/s for the first time for any traveling-wave EA modulators.  This is also the first 
electrical TDM experiment over 20 Gb/s ever been demonstrated by a university 
(Table 1.3). 

Fig. 1.2 shows the figure of merit for different types of modulators. 
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Fig. 1.2 Figure of merit of modulators.  Data are listed in Tables 1.1 and 1.2. 
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Table 1.3 shows the electrical TDM transmission experiments ever 
demonstrated with single channel bit-rate over 20 Gbit/s.  The highest single 
channel bit rate ever demonstrated is 40 Gbit/s.  As we can see from the table, both 
electroabsorption and LiNbO3 modulators have been demonstrated in the 
transmission experiments; however, LiNbO3 modulators generally require higher 
driving voltages.  This is the main reason for us to choose EA modulators for 
making low drive voltage, high speed intensity modulators. 
 

Company Single 
carrier bit-
rate (Gb/s) 

# of 
channels 

Mod. 
type 

Mod.  
f3dBe (GHz) 

Modulator 
drive Vpp 

(V) 

Laser 
Source 

Year 

NTT[9] 40 4 EA 30 2.0 DFB-CW 1996 
NTT[10] 40 1 LN   Mode-

locked 
1997 

NTT[11] 40 1 EA  3.0 DFB+EA  1997 
Siemens 
AG[12] 

40 1 LN 20 7.0  
(Vπ = 5.0V) 

DFB-CW 1997 

NTT[13] 40 4 LN 30 5.0  
(Vπ = 3.9V) 

DFB-CW 1998 

This 
work [71] 

30 1 EA 25 1.6 DFB-CW 1999 

Table 1.3 Electrical TDM transmission experiments ever demonstrated with single carrier bit rate 
over 20 Gbit/s.  EA: electroabsorption modulator; LN: LiNbO3 modulator; DFB-CW: DFB laser 
CW operation, with external modulator; DFB+EA: DFB laser monolithic with EA modulator; 
Mode-locked: mode-locked laser. 

 

1.3 Traveling-wave vs. lumped EA modulators 

As a comparison, Fig. 1.3 shows the schematic device structures of lumped 
and traveling-wave electroabsorption modulators.   

In the lumped electrode configuration, the microwave signal is applied from 
the center of the optical waveguide; therefore, the microwave signal will experience 
strong reflections from two ends of the waveguide.  As a result of this, the device 
performs as a lumped element and the intrinsic speed of the device is limited by the 
total RC time constant.  In practice, a parallel 50 Ω load is usually used to reduce 
microwave reflection back to the driver.  The modulator itself can be modeled as a 
junction capacitance (Ci) series with a differential resistance (Rd). These are then 
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parallel with the contact pad capacitance (Cp).  Fig. 1.4 (a) shows the circuit model 
of lumped EA modulators.  Here the inductors from the bonding wires are also 
included.  Because the speed of the device is limited by the total parasitics, the 
device has to be short in order to achieve high speed (Table 1.2).  This will 
therefore make the device difficult to handle and package, potentially increase the 
drive voltage and reduce the saturation power.   

SI-InP 

n-contact

Vs Vs

n-contact
 p-contact 

n+-InP
n-contact

Polyimide

 p-contact 

Vs

RL

2ZL 2ZL

 

Fig. 1.3 Structures of (left) lumped and (right) traveling-wave electroabsorption modulators. 
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Fig. 1.4 Circuit models for (a) lumped (b) traveling-wave EA modulators. 
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On the other hand, in a traveling-wave electrode configuration, the 
microwave signal is applied from one end of the optical waveguide and it co-
propagates with the optical signal.  At the output end of the waveguide, the 
microwave signal is terminated with a matching load such that there is little 
reflection from this end.  In this case, the microwave signal will only see 
distributed parasitics (Fig. 1.4 (b)); therefore overcome the RC limitation as exists 
in lumped devices and the device should have higher speed.  We can also make the 
device longer yet still achieve the same speed requirement as for the lumped 
devices. This therefore will reduce the drive voltage.  With longer device, we can 
increase the saturation power because the optical confinement factor can be smaller 
yet still achieve enough extinction ratio.   

It will be discussed in chapter 3 that in our traveling-wave EA modulators, 
the velocity mismatch is not the speed-limiting factor because of the short 
interaction length.  The central concept is to eliminate microwave reflection at the 
load end to overcome RC limitation.  In these devices, the speed-limiting factor 
will be the microwave loss at high frequencies, which includes propagation loss 
and source port reflection loss.  Because of waveguide dispersion, high frequency 
components will experience smaller characteristic impedance and hence higher 
reflection loss when launched from a 50 Ω driver.   

 

1.4 Other applications 

So far we have discussed the applications of EA modulators as high-speed 
transmitters for telecommunication systems [9, 11].  The devices are also suitable 
for other applications, such as short optical pulse generation [72-74], pulse 
encoding [74], pulse retiming [75], and optical demultiplexing in OTDM [75, 76] 
and/or soliton transmission systems [75].  Owing to their low drive voltage 
requirement and high modulation efficiency, they are also well suited for antenna 
remoting and active phase array applications [77, 78].  
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1.5 Outline of the thesis 

The objective of this thesis is to make high-speed low drive voltage TEAMs 
for fiber optic communication applications.   

In chapter 2, the design of the material and optical waveguide structures for 
achieving polarization insensitivity and low drive voltage operation will be 
discussed.  The coupling efficiency to the single mode optical fiber will also be 
discussed. 

In chapter 3, equivalent circuit model of TEAMs is presented.  Based on the 
equivalent circuit model, design rules for achieving low microwave loss are giving.  
Optimum material and device structure parameters are determined based on the 
overall electrical-to-electrical and electrical-to-optical responses. 

Chapter 4 discusses the fabrication and measurement results of the first 
generation devices, which were made of MBE grown InGaAs/InAlAs materials.  A 
3-dBe bandwidth of 12 GHz and a 20-dB extinction-ratio drive voltage of 2.7 V 
were achieved.  The main reason for limiting the device speed is discussed.   

Chapter 5 discusses the fabrication and measurement results of the second 
generation devices, which were made of MOCVD grown InGaAsP/InGaAsP 
materials.  Polarization-insensitivity, a 20-dB extinction-ratio drive voltage of 1.2 
V and a 3-dBe bandwidth of 24.7 GHz were achieved, yielding to a figure of merit 
among the best ever reported.  Measurement results support the theory presented in 
Chapter 3.  Traveling-wave electrode structure was verified to improve the device 
speed. 

Chapter 6 presents 10 Gbit/s and 30 Gbit/s electrical TDM transmission 
experiments with the second generation devices. 

Chapter 7 is the summary and future work. 
Appendices A-F are arranged as follows: 
Appendix A: resonant scattering method for quantum well level calculation 
Appendix B: polarization-independent InGaAsP/InGaAsP quantum well 

design 
Appendix C: coplanar waveguide circuit element calculation 
Appendix D: transmission matrix calculation 
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Appendix E: measurement configurations 
Appendix F: device fabrication processes 
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CHAPTER 2 

Optical Waveguide Design 

 For most applications, there are a couple of criteria for modulators, which 
include (1) a high extinction ratio (ER), (2) a small insertion loss, (3) a low drive 
voltage (V20dB), (4) a large bandwidth (f3dBe), and (5) a low chirp (α).  Based on 
these requirements, different optimization design schemes have been proposed [1-
4].  Nojima et al. [1] first proposed 0/αα∆  where α∆  is the absorption change 
and 0α  is the residual absorption at the photon wavelength, as the electroabsorption 
figure of merit.  Later Bigan et al. [2] proposed to use F/αΓ∆  as the figure of 
merit, where Γ  is the optical confinement factor and  is the applied electric field.  
However, none of these two approaches considers the bandwidth of the device.  
This Chapter will discuss the design of the optical waveguide material structure for 
achieving low driving voltage, polarization insensitivity and high coupling 
efficiency.  The high speed design issues will be discussed in Chapter 3. 

F

 In this chapter, we will show that the quantum confined Stark shift can be 
increased by using wider quantum wells, and hence will reduce the drive voltage.  
By utilizing tensile strained quantum well, polarization insensitivity has been 
achieved.  Section 5 of this chapter will discuss the waveguide design rules for 
achieving high coupling efficiency with single mode optical fibers based on the 
optical mode calculation.  

2.1 Quantum Confined Stark Effect (QCSE) 
The electroabsorption (EA) effect is a fundamental effect for the operation 

of electroabsorption modulators.  It is defined as the change of material absorption 
in the presence of an electric field.  This effect was first studied by Franz [5] and 
Keldysh [6] in bulk semiconductors and was called the Franz-Keldysh effect.  
Franz-Keldysh electroabsorption effect can be described as the below-band-gap 
photon-assisted tunneling of electrons from the valence to the conduction band in 
the presence of the electric field.  A full description of such an interband optical 
absorption should include the effects of the Coulomb interaction of the electron and 
hole [7, 8].  This results in exciton (electron-hole pair) resonances and enhancement 
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of the optical absorption above the optical band gap with no applied field.  
However, these exciton resonances are quickly broadened and diminished with 
external electric field due to the ionization of the exciton.   

Qualitatively different electroabsorption behavior is observed in multiple 
quantum well (MQW) materials.  Electric fields applied perpendicular to the MQW 
layers result in large shifts in the optical absorption to lower photon energies, with 
the exciton resonances remaining well resolved even at high electric field [9, 10].  
The excitons are not as easily field-ionized because (1) there is a relatively long 
time period for the electrons and the holes to tunnel out of the quantum well, and 
(2) the Coulomb attraction is strong since the electrons and holes are confined to 
the very thin quantum well region.  This electroabsorption effect in quantum well 
materials is called Quantum Confined Stark Effect.  In the case of QCSE, the 
absorption edge is much sharper and moves faster with reverse biased electric field 
as a result of this room temperature exciton resonance in MQW materials.  This 
feature makes the MQW devices favorable in achieving low drive voltage, low 
insertion loss and high extinction ratio.  
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Fig 2.1 Band diagram under zero and finite electric field. The electron and hole wave functions are 
spatially superimposed on the band diagram.  
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Fig 2.2 Typical photocurrent spectra under different biases [11]. 

Fig 2.1 shows the band diagram under zero and finite electric field.  As a 
result of the reverse biased electric field in a p-i-n structure, several features are 
observed in the absorption spectra (Fig 2.2) [9].  First, the excitonic absorption 
edge shifts to longer wavelengths due to the reduction of effective electron and hole 
energy levels.  Second, a reduction in the peak excitonic absorption is observed due 
to the spatial separation of the electron and hole wave functions.  Because of the 
reduction of the binding energy, the exciton lifetime is reduced and the absorption 
spectra are broadened. 

The excitonic absorption energy can be expressed as 

 , (2.1) xhegwph EEEEE −++=
where is the photon energy,  is the quantum-well bandgap energy,  is 
the electron subband energy,  is the hole subband energy, and  is the exciton 
binding energy.  The estimated experimental binding energy is about 6 meV for 
GaInAs/AlInAs quantum-wells [12].  

phE gwE eE

hE xE

The exact solution for a particle in a finite well in the presence of a uniform 
static field can be solved by the variational method [13].  In the presence of a weak 
field, the field-induced energy shift (Quantum-Confined-Stark-Shift, QCSS) was 
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found to be quadratic to the electric field and proportional to the 4th power of the 
quantum well thickness [13] 

 2

422*2

8 h

LFemE Ω−=∆ , (2.2) 

where  is a constant depends on the barrier height and the well thickness,  is 
the electron effective mass,  is the electron charge,  is the electric field,  is 
the well thickness, and  is the reduced Planck constant. 

Ω *m
Le F

h

To reduce the driving voltage of the modulator, it is essential to optimize 
the parameters, such as the bandgap and well thickness of the MQW absorption 
layer.  Due to the quadratic relation of the energy shift to the electric field, we need 
to make the unintentionally doped region thinner so as to increase the electric field.  
On the other hand, the reduction in the intrinsic layer thickness will reduce the 
bandwidth for a lumped device in the same proportion.  The bandwidth-to-drive-
voltage ratio is thus independent of the intrinsic region thickness [14]. 

It was verified both theoretically [13] and experimentally [15, 16] that 
increasing the well thickness leads to a larger QCSS and a lower driving voltage, 
while decreasing in the oscillation strength of the electroabsorption.  There is thus 
an optimum well thickness for high modulation efficiency.  Simulation has shown 
that the optimum well thickness is around 8-9 nm to achieve the highest contrast 
ratio [1]. 

2.2 Spiked Vs. non-spiked quantum wells 

With the resonant scattering method given in Appendix A, we can calculate 
the bound state of the quantum wells under external electric field.   

Currently lattice matched and strained InGaAs/InAlAs, InGaAlAs/InAlAs 
and InGaAsP/InGaAsP quantum wells have been used to fabricate 
electroabsorption modulators operating at 1.55 µm.  In order to achieve this 
wavelength operation, the quantum well has to be designed to have an absorption 
edge wavelength just slightly shorter than 1550 nm.  The optimum 
photoluminescence wavelength is around 1490 nm.  Choosing a longer wavelength 
will cause higher residual absorption at 1550 nm when no bias is applied, while 
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choosing too short wavelengths will require a larger bias voltage and will have a 
smaller modulation efficiency.   

With lattice matched InGaAs/InAlAs, a quantum well with width of about 
7.2 nm has to be used.  A tensile strained well will be preferred for achieving larger 
Stark shift.  With tensile strain the well bandgap is wider and this allows wider 
quantum wells yet still achieving 1550 nm operation.  One way to achieve wider 
quantum well with lattice matched InGaAs/InAlAs is to add a very thin layer of 
InAlAs into the InGaAs well [17]. 
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Fig. 2.3 Conduction band potential profile of an In0.53Ga0.47As/In0.52Al0.48As quantum-well under (a) 
0, and (b) 200 kV/cm electric field.  The well thickness is 7.2 nm, and the barrier thickness 
is 5 nm.  
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Fig. 2.4 Conduction band potential profile of a spiked In0.53Ga0.47As/In0.52Al0.48As quantum-well 
under (a) 0, and (b) 200 kV/cm electric field.  The well thickness is 5 nm on both halves 
with a 0.7 nm In0.52Al0.48As spike in between, and the barrier thickness is 5 nm.  
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We have studied both the conventional non-spiked quantum well and the 
spiked quantum well. Fig. 2.3 shows the conduction band diagram of a 
conventional In0.53Ga0.47As/ In0.52Al0.48As quantum well under two different electric 
field intensities, while Fig. 2.4 shows the case for a spiked quantum well.  For 
successful numerical calculation, the potentials at the two ends are set to equal to 
the lowest energy value of the overall potential profile.  The ramped potential 
regions are divided to multiple small sections with each of 0.1 nm wide.  The 
potential is treated as constant within each section. 

 
 In0.532Ga0.468As In0.523Al0.477As InP 

ec mm /*  0.041(a) 0.075(a) 0.077(b) 

ehh mm /*  0.46(a) 0.41(a) 0.61(b) 

elh mm /*  0.051(a) 0.096(a) 0.12(b) 

cE∆  (eV) 0 0.516(c) … 

vE∆  (eV) 0 0.199(c) … 

gE  (eV) 0.741(c) 1.44(c) 1.351(b) 

Table 2.1: Material parameters used in calculations for InGaAs/InAlAs lattice matched to InP. 

 (a) M. Ilegems, “InP-based lattice-matched heterostructures,” in Properties of Lattice-Matched and 

Strained Indium Gallium Arsenide, Edited by Pallab Bhattacharya, INSPEC, p. 23, 1993. 
(b) L. A. Coldren and S. W. Corzine, Diode Lasers and Photonic Integrated Circuits, John Wiley & 

Sons, New York, p. 12, 1995.  
 (c) D. J. Moss, T. Ido, and H. Sano, “Photo generated carrier sweep-out times in strained InxGa1-xAs/  

InyAl1-yAs quantum well modulators,” Electron. Lett., vol. 30, pp. 405-406, 1994.  

 
Table 2.1 summarizes the material parameters of InGaAs/InAlAs/InP 

system.  The absorption edge will correspond to the transition between the first 
electron level to first heavy hole level for a lattice non-strained quantum well.  The 
room temperature photoluminescence energy of the material corresponding to this 
transition is 

 , (2.3) xhhegPL EEEEE −++= 11
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where  is the bandgap energy of the well,  is the first electron subband 
energy,  is the first heavy hole subband energy.  The exciton binding energy 

 is about 6 meV [12].  
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Fig. 2.5 Simulated photoluminescence wavelengths for heavy hole (e1-hh1) and light hole (e1-lh1) 
transitions for spiked and non-spiked quantum wells under external electric field.  

 
 Fig. 2.5 shows the calculated room temperature photoluminescence 
wavelengths corresponding to heavy hole (e1-hh1) and light hole (e1-lh1) transitions 
for spiked and non-spiked quantum wells.  As shown in the figure, the heavy hole 
transition has a much longer wavelength than that of light hole transition, which 
suggests that the absorption edge will be dominated by the heavy hole transition.  
Since the heavy hole transition will only absorb TE polarized light the device is 
polarization sensitive [18].   
 Fig. 2.6 shows the calculated photoluminescence wavelength shift for heavy 
hole transitions as a function of the applied electric field.  In comparison, Fig. 2.7 
shows the measured absorption edge shift for different MBE samples.  It was 
verified by simulation and measurement that a wider quantum will generate larger 
absorption edge shift, and hence will reduce the drive voltage of the modulator.   
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Fig. 2.6 Simulated photoluminescence wavelength shift for heavy hole (e1-hh1) transitions for spiked 
and non-spiked quantum wells under external electric field. 
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Fig. 2.7 Measured absorption edge shift for spiked and non-spiked quantum wells under external 
electric field. 

 
2.3 Polarization insensitive quantum well design 

Polarization-independent operation is an important feature for many 
optoelectronic devices used in telecommunication systems.  Since local strains in 
the fiber will induce birefringence, the polarization-state of light is randomized 
after propagating through even limited spans.  Polarization dependence of 
electroabsorption MQW material has been studied extensively [18-20].  The 
polarization dependence is a result of a number of factors including the waveguide 
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geometry, the optical selection rule, the transition strength and the nature of 
electroabsorption effect.   

The absorption can be thought of the sum of the absorption due to heavy-
hole (HH) and light-hole (LH) transitions.  Due to the nature of the 
electroabsorption effect, the HH transition mostly contributes to the absorption in 
TE polarization (or in-plane polarization) light whereas the LH transition is the 
only contribution to the absorption in the TM polarization (or axial polarization) 
light.  The absorption for light propagating in a waveguide device with either TE or 
TM polarization is given by [21] 

 
LHTM

HHLHTE

αα

ααα

=

+=
4
3

4
1

, (2.4) 

where TEα and TMα are the absorption for the TE and TM light, respectively.  The 
weighting factors are related to the dipole matrix elements.  It is not difficult to 
conclude from Equation (2.4) that the absorption in TE and TM can be equal only 
if the absorption associated with the heavy holes and the light holes are equal.  For 
a device with a length of L and a optical confinement factor of Γ (defined as the 
ratio of optical power in the active material and the total guided optical power), the 
optical transmission coefficient through the device is 

 , (2.5) ])(exp[)1()( 2 LVRVT QWαγ Γ−−=

where γ  is the coupling coefficient between the incident optical mode and the 
waveguide, R  is the power reflection coefficient of each facet, )(VQWα  is the 
quantum well absorption coefficient and is dependent on the applied voltage.  

Equation (2.5) suggests that in order to achieve polarization independent 
operation, the coupling coefficient γ , the facet reflection R , and the modal 
absorption )(VQWαΓ  need to be the same for TE and TM modes.  Practically, TE 
and TM modes have similar coupling and facet reflection coefficients.  Therefore, 
the absorption difference is dominated by the modal absorption coefficient.  The 
extinction ratio ER, defined as the on-state and off-state power transmission ratio is 
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 LVVER onQWoffQW ⋅−⋅Γ⋅= )]()([343.4 αα  [dB]. (2.6) 

Roughly, the heavy- and light-hole bandgap should be identical in order to 
achieve the same absorption coefficient )(VQWα .  This is obviously not the case 
when holes are confined in unstrained quantum wells since the quantum 
confinement energy depends on the carrier effective mass, which results in 
narrower bandgap for heavy-hole transition in both InGaAsP/InGaAsP and 
InGaAs/InAlAs quantum wells.  The use of tensile strained material allows one to 
lower the bulk material light-hole bandgap with respect to the heavy-hole one.  The 
combination of the material bandgap and quantum confinement energy can then be 
approximately equal.  

From Eqs (2.5) and (2.6), we see that valence band degeneracy is not 
sufficient to obtain polarization independence.  When applying an electric field, the 
heavy- and light-hole absorption edges should shift the same way.  The modal 
absorption change with applied electric field depends on the exciton shift, its 
oscillator strength, line width and the optical confinement factor.  Even though 
these parameters depend on the type of carrier and light, they happen to compensate 
each other over a useful range of electric field [18, 20].  For realistic modulator 
structure parameters, heavy- and light-hole degeneracy is sufficient to ensure the 
polarization insensitivity of the optical absorption for multiple-quantum-well 
materials using the quantum-confined Stark Effect [18].   

In the following we present the design of InGaAsP/InGaAsP multiple 
quantum wells grown on InP for polarization insensitive modulators.  Appendix A 
describes the calculation of bandgap energy and band offset for InGaAsP/InP 
material.   

Besides polarization independence, another highly desired feature is high 
power saturation, i.e., the incident light power value from which the absorption of 
the modulator deviates from linearity and leads to degradation of performances.  
The limiting factor for the power saturation is the accumulation of photo-generated 
holes in the wells, which screens the applied field [22].  To overcome this problem 
shallow barriers for holes are necessary to decrease their escape time.  In 
InGaAs/InAlAs/InP material system the valance band discontinuity is intrinsically 
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low, with about 70% of the bandgap discontinuity on the conduction band.  On the 
other hand, about 60% of the bandgap discontinuity is on the valance band for 
InGaAsP/InGaAsP/InP material systems.  Consequently the composition range for 
quaternary material which satisfies both polarization insensitivity and high power 
saturation is very narrow.   

Fig. 2.8 shows the strain and photoluminescence wavelength for bulk 
InGaAsP as functions of Ga and As composition.  In order to achieve successful 
growth with thick strain layers, strain compensation technique was used.  The 
quantum well material was chosen to have a PL wavelength of 1584 nm, and a 
tensile strain of –0.37%.  This corresponds to Ga and As compositions of about 
0.515 and 0.979, respectively.  The barrier material was chosen to have a PL 
wavelength of 1150 nm, and a compressive strain of +0.5%.  This corresponds to 
Ga and As compositions of about 0.077 and 0.325, respectively.  The well and 
barrier are designed to 10.4 nm and 7.6 nm thick, respectively.  The measured PL 
wavelength of the quantum well material was 1495 nm.  
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Fig. 2.8 Calculated room temperature photoluminescence wavelength (dashed) and strain (solid) as 
functions of Ga and As mole fractions for InGaAsP on (001) InP. 
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Fig. 2.9 shows the predicted PL wavelengths for heavy- and light-hole 
transitions for this material under external electric field.  It should be noted that due 
to p-i-n junction build-in voltage, electric field exists even under zero external bias 
voltage.  This is part of the reason that causes discrepancy between measured QW 
PL wavelength and predicted zero field PL wavelengths.  In contrast to the lattice 
matched QW as shown in Fig. 2.5, the heavy- and the light-hole transitions have 
very little difference in PL wavelength for the practical electric field range.  
Polarization insensitive modulators were fabricated based on this design rule and 
the result will be giving in Chapter 4. Table 2.2 shows the material parameters used 
in the calculation. 

 
 PLλ  

(nm) 
Strain 

ε 
Thickness 

(Å) 
x y cE∆  

(meV) 
hhE∆  

(meV) 
lhE∆  

(meV) 
Well 1584 -0.37% 104 0.515 0.979    

Barrier 1150 +0.5% 76 0.077 0.325 130 164 240 
QW 1495        

Table 2.2: Material parameters for the In1-xGaxAsyP1-y/In1-xGaxAsyP1-y multiple quantum wells used 
in this thesis. 
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Fig. 2.9 Calculated room temperature photoluminescence wavelengths for HH and LH transitions 
under external electric field. 
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2.4 InGaAs/InAlAs vs. InGaAsP/InGaAsP quantum wells 

 The search for the best materials for fabricating 1.55-µm electroabsorption 
modulators was first started with InGaAs/InAlAs material [23] for the reason of the 
large conduction band discontinuity and small valence band discontinuity in this 
material system.  Large conduction band offset provides better electron 
confinement and a stronger exciton effect, while smaller valence band discontinuity 
increases the saturation power, because of the reduction of the hole sweep out time.  
Due to much larger effective mass compared to electrons, hole (heavy-hole) pile-up 
at heterointerface was found to be the dominant limiting factor for the saturation 
power [24, 25].  Because of the large valence band offset in the InGaAs/InP 
material system, the power handling capability was poor [24].  The saturation 
power was increased with InGaAlAs as barrier and InGaAs as quantum well [22].  
By utilizing InGaAsP as well and InGaAsP as barrier, the valence band 
discontinuity was reduced and yielded a larger power saturation [26]. 
 Table 2.3 shows the comparison of lattice-matched and strained 
InGaAs/InAlAs and InGaAsP/InGaAsP QW devices.  Here we focus on MBE 
grown InGaAs/InAlAs and MOCVD grown InGaAsP/InGaAsP MWQ modulators. 
 The InGaAs/InAlAs quantum well has 70% of the bandgap discontinuity on 
the conduction band.  This provides a good confinement to the electrons, which 
enhances the exciton effect.  Smaller valence band offset also reduces the valence 
band offset and the hole sweep out time, which improves the saturation power. 
 In order to achieve 1.55-µm operation, the quantum well has to be very thin.  
This reduces the absorption edge shift rate and the modulation efficiency.  By using 
tensile strained quantum well, the well can be thicker to increase absorption 
efficiency.   
 In terms of electrical characteristics, p-InAlAs has very low hole mobility, 
and this makes the InAlAs-cladded InGaAs/InAlAs material system 
disadvantageous over the InP-cladded InGaAsP/ InGaAsP material system for 
high-speed operation.  The InAlAs cladded material system is also difficult to get a 
good straight side wall and makes it disadvantageous for high-speed operation. 
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 InGaAs/InAlAs 
lattice-matched 

InGaAs/InAlAs 
strained 

InGaAs/InP 
lattice-

matched 

InGaAsP/InGa
AsP strained 

Well InGaAs, ε=0 InGaAs, ε=-0.35% InGaAs, ε=0 InGaAsP,ε=-.3% 

Barrier InAlAs, ε=0 InAlAs, ε=0 InP, ε=0 InGaAsP, 
ε=+.5% 

Cladding InAlAs InAlAs InP InP 

∆Ec/∆Eg ~70% ~40% 

∆Ec/∆Ehh/∆Elh 500/200/200 
meV 

452/199/226 meV 220/390/390 
meV 

130/164/240meV

Well 
thickness 

~7.2 nm ~12 nm ~6.5 nm  ~11 nm 

Growth MBE MOCVD 

Growth 
quality 

Good uniformity, hard to grow strain 
free thick p-cladding (~1.8µm) 

Poor uniformity; cladding strain free

p-cladding 
hole mobility 

25 cm2/v.s 130 cm2/v.s 

Absorption strong excitonic peak, sharp edge weak excitonic peak, broad edge 

Processing Cl2 RIE, angled side-wall, 67O CH4:H2:Ar RIE, 90O side-wall 

Saturation 
power 

High High Low Very high 

Table 2.3: Comparison of latticed-matched and strained InGaAs/InAlAs, InGaAsP/InGaAsP 
quantum wells. 

2.5 Optical Waveguide Design 
The goal of the optical waveguide design is to achieve high coupling 

efficiency with optical fibers and good optical confinement for the largest 
electroabsorption efficiency.  However, it may not be able to satisfy these two goals 
simultaneously.  Also, the waveguide design has to be considered together with the 
requirements for high-speed operation. 

The butt coupling efficiency from a fiber to a waveguide is  
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where  and U  are mode profiles in the fiber and in the waveguide, 
respectively.  

fbU WG
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Fig. 2.11 Schematic structure of an InGaAsP/InGaAsP MQW electroabsorption modulator 
fabricated on semi-insulating InP substrate.  The oval on the waveguide represents the 
mode profile. 
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Fig. 2.12 Calculated coupling efficiency as a function of the lateral and the transverse mode sizes, 
assuming Gaussian mode profiles. 

 

Equation (2.7) gives the coupling efficiency for arbitrary fiber and 
waveguide mode profiles.  However, this will require the full understanding of the 
mode profiles of the fiber and the waveguide, and the calculation is rather 
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complicated.  By approximating the fiber mode and the fundamental waveguide 
modes with Gaussian functions, the coupling efficiency for the fundamental 
waveguide mode is given approximately by [27, 28] 

 
))((
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y
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x

w
a

a
w

w
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++
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where  and  are the half full-width-at-half-maximum (FWHM) mode sizes of 
the waveguide in the lateral and transverse directions, respectively, and  is the 
mode radius of the fiber.  Here the loss due to misalignment and the reflection at 
end facets are excluded.  Equation (2.8) is plotted in Fig. 2.12. 

xw yw
a

 The optical confinement factor Γ is defined as the ratio of optical power in 
the waveguide (here the MQW region) and the total optical power.  It can be 
calculated from 
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As shown in Equation (2.6), the extinction ratio is highly depending on the 
confinement factor Γ.  Larger Γ will increase the extinction ratio, however, it will 
sometimes require a thicker active region, which will increase the intrinsic region 
thickness, decrease the electric field and increase the drive voltage.  On the other 
hand, a thinner active region will increase electric field, but it will reduce 
confinement factor, increase device capacitance and reduce the operation speed.  
An optimum design has to take into account all the parameters, instead of only 
optimized for specific parameter(s).  
 The Gaussian approximation (Equation 2.8) is accurate for large waveguide 
modes; however, it becomes inaccurate for small core thickness [4].  Also, actual 
devices with complicated waveguide structures like the one shown in Fig. 11 
usually don’t have an ideal Gaussian mode profile, especially at the transverse 
direction (y-direction as in the figure).  Therefore a full calculation of the mode 
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profile will be necessary.  The Beam Propagation Method (BPM) is one of the 
effective methods to calculate this 3-D structure.  A commercial BPM program was 
employed to calculate the fundamental mode of the waveguide [29].   

Waveguide simulation programs take the refractive indexes of each layer as 
their input.  The refractive index of lattice matched quaternary alloy 

 can be characterized by its photoluminescence wavelength yyxx PAsGaIn −− 11 PLλ  
under low intensity optical excitation. The index of this quaternary alloy is given 
by [30] 

 

2
1

2

21

2
2

1

1

11

1),(





























+

−

+









+

−

+=

EE
E

A

EE
E

A
EEn

PLPL

PL , (2.10) 

where λ/2398.1=E  and PLPLE λ/2398.1=  are respectively the incident photon 
energy and photoluminescence peak photon energy for wavelengths in µm.  

, , E) )(2 PLEA(1 PLEA 1, and E2 are fitted parameters given by 

  (2.11) 
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 For InP, the photoluminescence peak wavelength is 0.939 µm.   
Fig. 2.13 shows the waveguide structure and the parameters.  The material 

consists of, from bottom to top, 0.6 µm n-InP conducting layer, 20 nm 1.3 
quaternary etch stop and n-contacting layer, 0.4 µm n-InP n-cladding layer, 
multiple quantum well region, 1.85 µm p-InP p-cladding layer, 0.1 µm p+-InGaAs 
cap layer, and 2 µm Au. 

A 3-D BPM simulation was performed to calculate fundamental mode.  
Since the width of the waveguide will greatly affect the circularity of the 
fundamental mode, it is a sensitive parameter for coupling efficiency.  On the other 
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hand, the number of QW periods, which sets the total guiding layer thickness, will 
highly affect the optical confinement factor and the mode shape.  The other 
structural parameters such as cladding layer thickness and cap layer thickness, are 
not sensitive parameters for the mode shapes and they are pretty much fixed.  
Based on these reasons, the simulation was focused on studying the effect of the 
number of quantum wells and waveguide width.  
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Fig. 2.13 Waveguide structure for the beam propagation calculation.  λ
π

α ⋅=
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For simplicity, the quantum well region was considered as a bulk material 
with an index of [4]  

 )/()( 22
bwbbwwQW ttntntn +⋅+⋅= , (2.12) 

where =10.36 nm is the well thickness, t =7.59 nm is the barrier thickness,  
and  are refractive indexes for well and barrier materials calculated from 
Equation (2.10).  The effective index of the quantum well region is thus 

=3.4640. 

wt

b

b wn
n

QWn
In the following BPM simulation, a circular Gaussian beam with a beam 

width of 4 µm was used to launch to the waveguide.   
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Fig. 2.14 shows the calculated optical field contour plot for a waveguide 
with a 2-µm ridge, and 10 quantum wells.  The quantum well region has an optical 
confinement factor of 0.4086, a lateral FWHM of 1.078 µm, and a transverse 
FWHM of 0.365 µm.  The circles correspond to the intensity of, from inside to 
outside, 75%, 50%, 25%, and 10% of the peak intensity. 
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Fig. 2.14 Calculated fundamental-mode field contour for a 2-µm wide, 10-quantum-well waveguide.  
The input Gaussian beam has a FWHM of 4 µm.  The circles correspond to optical 
intensities of, from inside to outside, 90%, 75%, 50%, 25%, and 10% of the peak intensity.  

 

Fig. 2.15 shows the calculated effective index for fundamental modes for 
TE polarization and different ridge widths.  The dots represent 3-D BPM 
simulation result, where the device was considered as a 3-D ridge waveguide 
structure [29], and the two lines represent 2-D simulation result, where the 
waveguide was treated as a slab waveguide structure [31].  Also shown in the graph 
is the refractive index of InP.  Any mode with effective index smaller than that of 
InP is not a guiding mode.  As can be seen from the figure, the minimum numbers 
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of quantum wells required for supporting any guiding mode are 10, 4, and 2 for 
waveguide ridge widths of 1-, 2-, and 3-µm, respectively.  It is also noticed that 
slab waveguide model becomes fairly accurate for device width close to or larger 
than 3 µm.   

Fig. 2.16 shows the optical confinement factor calculated both with 3-D and 
2-D structures.  It should be noted that the confinement factor here is defined as for 
the whole quantum well region (including barriers), instead of simply the wells.  

Fig. 2.17 shows the calculated mode spot size in the lateral (x-) and 
transverse (y-) directions.  For modes far away from cut-off, the mode FWHM at 
the lateral direction is independent of the number of quantum wells and has a linear 
relation with the waveguide width as 

 ,  [µm] (2.13) wwx ⋅+= 49802.0076993.0

where w is the ridge width with unit in µm.  
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Fig. 2.15 Calculated effective index for fundamental modes.  Lines: calculated with 2-D slab 
waveguide structure; dots: TE polarization, calculated with 3-D BPM program. 
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Fig. 2.16 Optical confinement factor for fundamental modes calculated with 2-D and 3-D simulation 
programs.  All 3-D data are for TE polarization. 
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Fig. 2.17 Mode size for fundamental modes calculated with 3-D BPM for TE polarization and 
different ridge widths.   
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Fig. 2.18 Mode ellipticity ( ) for fundamental modes calculated with 3-D BPM for TE 
polarization and different ridge widths.   
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Fig. 2.19 Calculated field contour after propagating through a 400-µm long, 2-µm wide, 10-

quantum-well waveguide.  The input Gaussian beam has a FWHM of 4 µm.  The circles 
correspond to optical intensities of, from inside to outside, 90%, 75%, 50%, 25%, and 10% 
of the peak intensity.  
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Fig. 2.20 Total optical power after propagating through 400-µm long waveguide calculated with 3-D 

BPM for TE polarization and different ridge widths.  The input optical power is normalized 
to unity. 

 
The spot size in the transverse direction is sensitive to the thickness of the 

guiding layer but not to the ridge width.  For a thin guiding layer, the spot size is 
large due to less confinement to the mode.  The spot size decreases quickly with the 
increase of guiding layer thickness and reaches minimum with a quantum well 
number in the range of 11~13.  Further increase in the number of quantum wells 
increases the core thickness and the spot size, however the increase is not quite 
dramatic.  For practical quantum well numbers (about 8~13), the optical mode 
shape is highly elliptical, with ellipticities in the ranges of 0.62~0.65, 0.33~0.36, 
0.22~0.25 for ridge widths of 1, 2, and 3 µm, respectively (Fig. 2.18).   

For a structure with 10 quantum wells and a 2 µm wide ridge, the mode 
sizes are  = 1.08 µm,  =0.36 µm.  According to the Gaussian approximation 
(Equation 2.8) the coupling loss will be 10.46 dB for a fiber mode size of 4 µm.  
This value is far away from what practically obtained values of about 5~6-dB 
insertion loss per facet with anti-reflection coating.  Besides the fact that the mode 
is not an ideal Gaussian, one important reason is that since the waveguide is usually 
very short, the optical mode does not fully convert to the fundamental mode before 
it exits the output facet.  Also, the waveguide is actually multi-mode in lateral 

xw yw
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direction, which can have some optical power coupled into the higher order modes.  
Fig. 19 shows the output field contour of the optical signal after propagating 
through a 400-µm long, 2-µm wide, 10-quantum-well waveguide.  The total optical 
power after propagating through 400-µm long waveguide with different ridge width 
and number of QWs are shown in Fig. 2.20.  Here the QWs are assumed to be 
lossless.  As shown in the figure, the largest coupling efficiency could be achieved 
with a quantum well number of 6 for a ridge width of 2 µm.  However, the optical 
confinement factor becomes quite small, which will cause the extinction ratio to 
reduce to about half of that for a 10 QW one provided with the same electric field 
(Equation 2.13).  From Fig. 2.20, the coupling loss is about 4.43 dB/per-facet for a 
2-µm wide, 10-quantum-well waveguide, which is close to the actual measurement.  

The p-cladding thickness is an important parameter in waveguide design 
because if this layer is too thin, the cap layer (lattice matched InGaAs has an 
absorption wavelength of 1.67 µm) will cause large optical loss, while a too thick 
cap layer will cause deeper Beryllium diffusion into the intrinsic region.  Fig. 2.21 
shows the optical confinement factor for the 0.1-µm-thick cap layer as a function of 
the p-cladding layer thickness in a waveguide structure with 2-µm-wide ridge and 
10-QW active region.  Also shown is the optical confinement factor of the quantum 
well region.  By numerical fitting (solid line in the plot), the cap layer optical 
confinement factor is related to the p-cladding layer thickness by 

 )2887.5exp(11657.0 pcladcap t⋅−⋅=Γ , (2.14) 

where t  is the thickness of the p-cladding layer in unit of µm.  pclad

Assuming an absorption coefficient of 10000 cm-1 for lattice matched 
InGaAs at 1.55 µm, the modal absorption coefficient of the cap layer is shown on 
the right vertical scale.  Assuming the same absorption coefficient for the well, then 
the active region modal-absorption-coefficient should multiply this 10000 cm-1 by 
the active region confinement factor and t , where the latter takes into 
account the well thickness in the QW region.  

)/( bww tt +
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Fig. 2.21 Optical confinement factor as a function of the p-cladding layer thickness calculated with 
3-D BPM program (left vertical scale).  The waveguide is assumed to be 2-µm-wide and 
with 10 QWs.  The right vertical scale shows the modal absorption coefficient of the 0.1-
µm cap layer.  The solid line is an exponential fit to the cap layer confinement factor.  

2.6 Summary 
This chapter has discussed the design of the optical waveguide material 

structure for achieving low drive voltage, polarization insensitivity and high 
coupling efficiency with single mode optical fibers.   
 It has been shown both theoretically and experimentally that the quantum 
confined Stark shift can be increased by using spiked InGaAs/InAlAs quantum 
wells due to the increase of effective quantum well width.  By utilizing tensile 
strained quantum well, polarization insensitivity has been achieved.  Based on 3-D 
beam propagation simulation and 2-D mode matching simulation, design rules for 
achieving high coupling efficiency with single mode optical fibers have been 
presented.  
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CHAPTER 3 

Traveling-Wave Electrode Design 

The previous chapter discusses the design of quantum-well and optical 
waveguide for achieving low drive voltage, polarization insensitive, low insertion-
loss electroabsorption modulators.  However, these designs only consider the static 
response of the modulator.  This chapter will focus on the design issues in 
achieving high-speed operation using traveling-wave electrode structures.   

In a traveling-wave electroabsorption modulator, the electrical signal co-
propagates with the optical signal.  The speed limiting factors in a traveling-wave 
electroabsorption modulator will include carrier sweep out time [1], microwave 
loss at high frequencies, and optical-electrical group velocity mismatch [2].  

Large electron or hole sweep out times are related to the conduction or 
valence band discontinuities, and will limit the device performance at high input 
optical power levels.  Bandgap engineering can solve this problem as discussed in 
Chapter 2.  A further discussion will be given in Chapter 5 on power saturation 
characteristics.  

As will be shown in Section 3.3 of this chapter, group velocity mismatch is 
not the main speed-limiting factor for TEAM as well because of the very short 
interaction length.  

In this chapter, we will show that the most important issue for TEAM 
design is to reduce microwave propagation and reflection losses.  The higher 
propagation loss at high frequencies is because of the larger conductor loss due to 
the thinner skin depth, and larger shunt current through the resistive layers at high 
frequencies.  The larger reflection loss at high frequencies is because of the smaller 
characteristic impedance, which is again related to the skin effect in metal.  

3.1 Transmission Line Structures 

The first step in electrode design is to choose proper transmission line 
structure.  Considering the very small size of the modulator waveguide (usually 
several hundred micrometers in length), proper microwave transmission feed lines 
and contact pads are necessary for practical application.  The need for integrated 
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circuit interconnections has driven the study of different planar microwave 
transmission lines.  Fig. 3.1 shows four most possible candidates for TEAMs [3].  
Microstrip was evolved from stripline, which has upper and bottom ground planes 
and dielectric slab to fully cover the center conductor.  Other than stripline that 
supports true transverse electromagnetic (TEM) mode, microstrip can not support a 
true TEM mode due to the inhomogeneous dielectric.  In order to match electric 
and magnetic fields at the air-dielectric interface, the total fields must be described 
in terms of infinite series of coupled TE- and TM-modes.  As frequency increases, 
the currents on the conductors develop transverse components because the fields 
have longitudinal components.  Nevertheless, at least at lower frequencies, the 
microstrip appears to have characteristics much like a TEM line.  This has led to 
the concept of quasi-TEM approximation up to some upper frequency limit.  

 

Microstrip Coplanar

Slotline Twinstrip  

Fig. 3.1 Planar microwave transmission lines. 

 
Microstrip has several practical problems arising from its structure.  Firstly, 

the structure must be fabricated on a highly conducting substrate, which will induce 
large microwave loss.  For an n+-InP substrate with a resistivity of 2.0×10-3 Ω cm, 
the skin depth will be 11.2 µm at 40 GHz (Fig. 3.9).  Penetrated fields will induce 
current flows in the ‘resistive’ substrate and contribute to microwave loss.  
Secondly, direct dependence of the characteristic impedance on the thickness of the 
substrate makes it difficult to achieve repeatability from batch to batch.  Third, 
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even with lossless substrate, the inductance will be large due to the thick substrate, 
and contribute to large microwave loss.  To achieve very thin substrate, special 
semiconductor device processing techniques so as to transfer the thin epilayer to a 
new highly conductive substrate, such as gold, need to be developed [4].  Fourth, at 
higher frequencies the substrate must be very thin to prevent higher order mode 
propagation. Fifth, practical problem in utilizing microstrip line structure in 
electroabsorption modulator is the difficulty in fabricating input and output contact 
pads on the conductive substrate.  Based on these reasons, microstrip was not a 
proper structure for traveling-wave electroabsorption modulators. 

For integrated circuit application, it’s very important that both the signal 
and ground lines are accessible easily.  For microstrip the ground plane is 
inaccessible without making a hole in the substrate and passing or plating a 
conductor through.  Coplanar waveguide (CPW) was proposed by moving the 
ground plane to the same side of the substrate as the center conductor [5].  In CPW 
structure, the substrate does not necessarily conduct current – it can be made of 
semi-insulating substrate.  So the microwave loss from the substrate can be 
avoided, and big contact pads can be fabricated without introducing extra loss or 
capacitance.  The substrate can be thick and the ground plane is at hand for 
connecting other elements – suitable for packaging with high-speed connectors 
(such as K- or V-connectors). These, together with other important features make 
CPW the best configuration for traveling-wave EA modulators. 

Besides microstrip and CPW, twin-strip and slot-line are also possible 
structures for TEAM.  It can be seen from Fig. 3.1 that twinstrip and CPW are 
geometrically the same, except that they have complementary metal structures; 
where one has metal, the other has none, and vice versa.  These structures are 
electromagnetic duals, or complementary structures.  CPW is unbalanced 
electrically with respect to ground, while twinstrip is balanced.  This makes CPW 
suitable for connecting with standard high-speed connectors such as K- and V- 
connectors, which are also unbalanced transmission lines.  When the twinstrip 
conductors are expanded to infinity, a slot-line is obtained.  The slot-line is not a 
quasi-TEM line.  Just like twinstrip, slot-line is a balanced line and will also have 
difficulty in connecting to unbalanced coaxial cables.  Twinstrip and slot-lines are 
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special cases of asymmetric double-strip coplanar waveguide (CPS), whose 
conductor widths can be unequal [6].   

 

    

(a) Coplanar waveguide (CPW)  (b) Double-strip coplanar waveguide (CPS) 

Fig. 3.2 Schematic diagrams of possible electrode structures for traveling-wave EA modulators 
using coplanar waveguide and double-strip coplanar waveguide structures. The optical 
waveguides are represented as dashed lines in the center of the devices.  The CPS structure 
is ruled out due to its balanced transmission line feature and the very narrow gap width to 
achieve 50 Ω. 

Even though CPS is a balanced transmission line, it could still be a good 
candidate because suitable high-speed probes are available.  Fig. 3.2 shows the 
TEAM schematic diagrams of electrode structures using coplanar waveguide and 
double-strip coplanar waveguide structures.  One important issue is to design the 
transmission feed lines such that they match the driver/load impedances.  Fig. 3.3 
shows the required gap width for achieving different target characteristic 
impedance values using double-strip coplanar waveguide [6].  Here the metal was 
considered to have zero thickness and the substrate was 100 µm thick.  The result 
will not differ much with finite metal thickness.  As can be seen, very small gap 
widths (e.g. 0.8 µm for 10-µm signal width, 1.7 µm for 20-µm signal width) are 
required to achieve a characteristic impedance of 50 Ω.  These small gap widths 
make it impractical for making feed lines on InP substrate.   
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Fig. 3.3 Calculated gap width as a function of signal line width for different target characteristic 
impedance values for double-strip coplanar waveguide, assuming equal signal line widths 
for the two conductors, εr=12.4, substrate thickness = 100 µm.  Calculation was done with 
the model discussed in reference [6].  
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Fig. 3.4 Gap width for 50 Ω coplanar waveguide as a function of signal line width for different 
metal thickness values.  Calculation was done with LineCalc, εr=12.4, substrate thickness = 
100 µm.  

Fig. 3.4 shows the required gap width calculated with LineCalc [7] for 50 Ω 
coplanar waveguide with different metal thickness values.  Together shown is the 
case of coplanar waveguide with ground plane located at the bottom of the 
substrate (CPWG).  Due to the increased capacitance associated with the thicker 
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metal, the gap width is slightly increased with the increase of metal thickness.  In a 
package, the device is usually mounted on top of metal for good heat sinking and 
ground connection.  The introduction of a ground plane at the bottom of the 
substrate increases the capacitance.  This effect becomes prominent for wide signal 
lines.  A ground plane will pull the impedance of a 48 Ω coplanar waveguide with 
signal/gap/substrate thickness of 55/33.2/100 µm down to 44 Ω.  Fig. 3.5 shows the 
characteristic impedance as a function of substrate thickness for two signal-line 
/gap width configurations.  For a usual substrate thickness in the range of 70 ~ 100 
µm, the change in impedance due to the ground plane can be as large as 20% for a 
55/33.2/70 µm line and should be taken into account in the design.  On the other 
hand, the impedance variation can be less than 7% with signal and gap widths of 10 
and 9.3 µm.  Fortunately ground-plane effect is small for small signal line widths.  
The optical waveguide and most of the feed line regions are not affected by this 
extra grounding effect. 
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Fig. 3.5 Characteristic impedance as a function of substrate thickness. 

 

3.2 Equivalent Circuit Model 

The study of microwave transmission lines on multi-layered semiconductor 
structures was first done with metal-insulator-semiconductor (MIS) microstrip 
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structures for integrated circuit interconnects and Schottky contact transmission 
line [8-11].  The understanding of the properties of this structure can help us 
understand that of a CPW line.  Fig. 3.6 shows a schematic diagram of such an MIS 
structure for integrated interconnects.   

 

Metal

Metal

Si

SiO2

 

Fig. 3.6 Metal-insulator-semiconductor (MIS) microstrip line for integrated circuit interconnects. 

There are three fundamental modes that exist in the microstrip, i.e., 
“dielectric quasi-TEM mode”, “skin-effect mode”, and “slow-wave mode”, 
depending on the resistivity of the substrate and the frequency range [10].   
1) When the product of the frequency and the resistivity of the Si substrate is large 

enough to produce a small dielectric loss angle, the substrate acts like a 
dielectric.  The fundamental mode would closely resemble to the TEM mode, 
as long as the wavelength is much larger than the thickness of the double layer. 
In the dielectric quasi-TEM mode the line can be regarded as a microstrip line 
loaded with a double layer dielectric consisting of silicon and silicon dioxide.   

2) When the frequency and substrate conductivity is large enough to yield a small 
depth of penetration into silicon, the substrate would behave like a lossy 
conductor wall.  In the skin-effect mode, the line may be treated as a microstrip 
line on the imperfect ground plane made of silicon.  Microstrip EA modulators 
fabricated on n+-InP substrate (ρ~2×10-3 Ω-cm) will have a strong skin-effect 
mode within the tens of gigaherz frequency range, where the skin depth is in the 
range of a couple of micrometers to tens of micrometers and is usually smaller 
than the substrate thickness.  

3) When the frequency-resistivity product is moderate, the waveguide 
fundamental mode is a “slow-wave” mode, whose phase velocity is slower than 
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expected simply from the permittivity and permeability of the media.  The 
“slow-wave” mode is of special interest because it appears within the resistivity 
and frequency ranges suited for the monolithic circuit technology.  

Generally a “full-wave” solution will be needed to analyze the “slow-wave” 
mode of the microstrip line as well as other transmission lines, either by two-
dimensional mode matching method [8-11], or by much complicated three-
dimensional full-wave analysis [12-19].  These 3-D full-wave treatments have been 
based on either the classical mode-matching (MM) method [12, 13, 15], the 
spectral-domain analysis (SDA) method [16-19], or the finite-element method 
(FEM) [14].  These “full-wave” solutions typically involve considerable numerical 
computation.  Fortunately, a quasi-TEM analysis, which includes metal losses, has 
been seen to satisfactorily describe the properties of transmission lines operating at 
“slow-wave” modes [20-26].   

Metal

G
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Fig. 3.7 Schematic cross-section of a hybrid-coplanar waveguide structure. 

The device geometry chosen for fabrication is a hybrid-coplanar waveguide 
structure as shown in Fig. 3.7.  It’s a hybrid structure of coplanar waveguide and 
microstrip – its propagating mode has characteristics of both microstrip and CPW 
modes.  The currents are primary carried in the metal conductors and nearly all of 
the voltage drops across the insulator layer.  Thus, the magnetic field distribution is 
nearly that of CPW, while the electric field pattern is similar to that of a microstrip 
structure.  This hybrid-coplanar structure has been successfully used in fabricating 
ultra-high speed traveling-wave photodetectors [27, 28].  Equivalent-circuit models 
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have been developed to describe the propagation characteristics of metal-insulator-
semiconductor (MIS) coplanar structures (figure 3.6) and hybrid-coplanar 
structures (figure 3.7).  Good agreement has been obtained between measurements 
and full-wave simulations [14, 20-26].   

Fig. 3.8 (a) defines the structural dimensions and material properties that 
lead to the equivalent-circuit of Fig. 3.8 (c).  Here we only consider the case with 
semi-insulating substrate, where subρ can be as large as 2e7 ~ 1e8 Ω-cm and can be 
treated as insulator.  In order to simulate cases when the side wall of the waveguide 
is not 90o, a variable angle is assumed.  The bottom ground plane is optional; it 
exists when the device is mounted onto a conductive metal mount.  Since most of 
the capacitance is from the intrinsic layer, the bottom ground plane will mainly 
affect the inductance.  
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Fig. 3.8 (a) Hybrid-coplanar TEAM structural dimensions and material properties; (b) Equivalent 
circuit of each cladding layer; (c) Equivalent-circuit model for transmission line characteristics. 
Element values are listed in Table 3.1.  
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Table 3.1 Hybrid-coplanar TEAM element values for the equivalent circuit model in Fig. 3.8 with 

. ρ is the resistivity and σ=1/ρ is conductivity; ε and µ are permittivity and permeability. o90 ≠θ
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Table 3.1 shows the hybrid-coplanar TEAM element values for the 
equivalent-circuit mode [26].  The two cladding layers are modeled as a resistor 
parallel with a capacitor in the transverse direction, and a conductance in the 
longitudinal direction (Fig. 3.8(b)).  In the case of non-90o angle, the transverse 
capacitance and resistance are intermixed and are calculated by integration.  Thin 
contact layers are modeled to account for the contact resistance.  The metal 
impedance of the two ground planes is ignored because the impedance of the signal 
line metal is much larger.  Similarly the conductance of the bottom semiconductor 
layer is neglected because the conductance of the p-cladding and n-cladding layers 
is much less.  

txm0η  is the transverse wave impedance of the metal-air layers and is given 
by [11, 26] 

 
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where mm j σωµη /0=  is the wave impedance in metal, msm σωµδ 0/2=  is 
the skin depth in metal. txm0η  reaches mmdσ/1  at low frequencies, and mη  at high 
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Fig. 3.9 Skin depth as a function of microwave frequency for gold and n+-InP substrate.  

Fig. 3.9 shows the skin depth for gold and n+-InP substrate as a function of 
the microwave frequency.  The n+-InP resistivity is 20 Ω−µm [29].  As can be seen, 
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at a frequency of 40 GHz, the skin depth is less than 0.4 µm in gold, while in n+-
InP substrate it is about 11 µm, a value thicker than the epilayers but thinner than 
the substrate.   

The inductance, , is equal to that of CPW with identical metal pattern, 
and can be found from a commercial program such as LineCalc [7].  However, an 
analytical form will sometimes be much desired and is given in Appendix B.  This 
analytical form is used to calculate tapered feed line regions. 

mL

The transverse impedance, , is composed of the transverse impedance 
from the p-contact layer, p-cladding layer and n-cladding layer.  The impedance of 
the bottom n-conducting layer, , is composed of terms for the spreading 
resistance under the ridge, the bulk resistance of the gap, and the resistance of the 
ground contact.  The spreading resistance includes a factor of 1/2 for the structural 
symmetry and a factor of 1/3 that results from the current distribution.  The bottom 
contact resistance is proportional to the transfer length, .  The whole impedance 
is multiplied with 1/2 because of the double ground lines.  

tZ

bZ

Tw

The conductance at the longitudinal direction, G , is composed of the 
longitudinal conductance from the p-contact layer, the p-cladding layer, and the n-
cladding layer.  The conductance from the contact layer is usually much smaller 
than the contribution from the other two layers because it is very thin.   

l

Table 3.2 shows the equivalent-circuit elements when the angle is 90o.   
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Table 3.2 Hybrid-coplanar TEAM element values for the equivalent circuit model in Fig. 3.8 with 

. ρ is the resistivity and σ=1/ρ is conductivity; ε and µ are permittivity and permeability. o90 =θ
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Fig. 3.10 General transmission equivalent-circuit model. 

The transmission line propagation characteristics may be found by 
comparing the equivalent-circuit model of Fig. 3.8 to the general transmission line 
equivalent-circuit model of Fig. 3.10.  The general equivalent-circuit model is 
composed of series impedance, Z, and shunt admittance Y, per unit length.  The 
coupled differential equations for voltage and current waves are 

 IZ
dz
dV −=  (3.2a)  

 VY
dz
dI −=  (3.2b)  

These equations lead to the wave equation,  

 V
dz

Vd 2
2

2

γ=  (3.3)  

And the general solution is 

 , (3.4)  zz eVeVzV γγ −−+ += 00)(

where 

 βαγ jYZ e +== , (3.5)  

is the propagation constant.  Microwave loss and propagation velocity are 
found directly from the field attenuation constant, eα , and the propagation phase 
constant, β .  The characteristic impedance of the transmission line is 

 YZZ /0 = , (3.6)  
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Fig. 3.11 Equivalent circuit diagram of TEAM with input source and load and its two-port network 
representation.  

 
Fig. 3.11 shows the equivalent circuit diagram of TEAM with source and 

load connections.  The electrical response of the TEAM can be described by its 
linear two-port network parameters, such as S-parameters [30].  The S parameters 
are related to the characteristic impedance and the propagation constant by 
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where RZZZ 000 /=  is the normalized impedance, Z0R is the reference impedance of 
the measurement system and is equal to 50 Ω in our case, and l is the length of the 
waveguide.  

S21 represents the transmission coefficient through the TEAM.  It includes 
both the microwave propagation loss in the waveguide section and the reflection 



 61

loss due to the impedance mismatch.  As will be shown later, the propagation loss 
and the reflection loss often have opposite dependence on device parameters, S21 
represents the overall performance, and is the ultimate parameter to be optimized.  
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Fig. 3.11 Waveguide structure parameter for the simulation. 

 
Layer Width (µm) Thickness (µm) ρ (Ω-cm) rε  
p-metal 6.0 2.0 2.3e-6  
p-contact 2.0 0.01 1.0 12.4 
p-cladding 2.0 1.8 0.03 12.4 
i 2.0 0.314  12.4 
n-cladding 2.0 0.33 4.5e-3 12.4 
n-conducting wg=5.0 0.5 0.01 12.4 
n-contact 20 0.01 1.0 12.4 
substrate  65 2e7~1.2e8 12.4 

Table 3.3 Parameters for the structure in Fig. 3.11. 

By using the equivalent-circuit model, the propagation constants and the 
characteristic impedance can be readily obtained.  It will be of great interest to 
understand the effect of the circuit elements to the transmission line characteristic 
parameters.  Fig. 3.11 shows the cross-section structure of a device and the 
parameters are listed in Table 3.3.  In order to get a thick metal on top of the ridge a 
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second metal evaporation is used.  This leads to a wider metal width than the ridge 
width.  

In order to study the effect of each circuit element (Fig. 3.8(c)) on the 
characteristics of the transmission line, Fig. 3.12-3.13 plot the dependence of these 
elements to frequency.   

Fig. 3.12 shows that the longitudinal conductance Gl is much smaller than 
the one from the conductor, and can be treated as a perturbation throughout the 
frequency range from DC to 1 THz, lm GL /1<<ω  and .  At low 
frequencies (f<<1 GHz), the metal-air transverse wave impedance dominates the 
inductance, 

lm GZ /1<<

mm ZL <<ω , while for high frequencies (f >>40 GHz), the inductance 
dominates, mm ZL >ω .  At the medium frequency regime, which is of great interest 
since the device bandwidth falls in this region, the contribution from the inductance 
and the metal-air transverse impedance are at the same range.   
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Fig.3.12 Comparison of metal-air transverse wave impedance, Zm, inductance, Lm, and 
semiconductor longitudinal conductance, Gl. 
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Fig.3.13 Comparison of transverse impedance, Zt, n-conducting layer impedance, Zb, and intrinsic 
layer capacitance, Ci. 

 

From Fig. 3.13, the semiconductor layers are more resistive than capacitive 
up to 1 THz.  The intrinsic layer capacitance dominates up to hundreds of gigaherz.  
So for the frequency range we are interested in (DC to 50 GHz), we can represent 
the impedance of all semiconductor layers with a single resistance, , 
where , and we have 

bt RRR +=

ncladpcladcpt RRRR ++= iCR ω/1<< .  The n-conducting layer 
resistance is larger than the p-cladding layer resistance and might be the dominant 
loss source.  For frequencies as high as a few tens of THz, the frequency reaches 
the dielectric relaxation frequencies of the semiconductor layers and the 
semiconductor acts as a dielectric, the mode is a dielectric quasi-TEM mode.   

Before getting into the specific simulations, an extreme case analysis will 
help us get into the general behavior of the propagation constant and the 
characteristic impedance. 

At very low frequencies, iCR ω/1<< , mm ZL <<ω , and lm GL /1<<ω , the 
elements R, Lm, and G, can be neglected.  The complex propagation constant and 
characteristic impedance are given by 
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At this low frequency regime, the field attenuation coefficient is 
proportional to the square root of frequency (at very low frequencies Zm is not 
much dependent on frequency as shown in Fig. 3.12). 

At mid-frequency range ( iCR ω/1<< , mm LZ ω<< , and lm GL /1<<ω ) the 
complex propagation constant and characteristic impedance can be written as 
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where ime CLv /1/ =≡ βω  and im CLR /0 ≡  are phase velocity and 
characteristic impedance for a transmission line with pure Lm and Ci.  At this 
frequency the loss is proportional to the square of the frequency.  The real part of 
the impedance is equal to that of a lossless line, while the imaginary part is 
proportional to the frequency.   
 

3.3 Velocity Mismatch 

 Before getting into the process of optimizing the microwave loss due to 
impedance mismatch-induced reflection loss and propagation loss, let’s first take a 
look at the velocity mismatch effect in TEAM.   
 With the structure given in Fig. 3.11 and parameters in Table 3.3, the phase 
velocity of the microwave is readily calculated using Eq.3.5.  Fig. 3.14 shows the 
calculated phase velocity of microwave for different ridge widths.  Together shown 
is the optical phase velocity calculated from BPM simulation.  As shown in the 
figure, the microwave phase velocity is close to or higher than 50% of that of the 
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optical wave.  Considering a device length of 300 µm, the velocity mismatch-
length product is 0.15%-cm.  The time difference for the two waves to pass the 
device will be about 3ps.  Also, considering the exponential absorption 
characteristics, the velocity mismatch limited bandwidth should be over 100 GHz 
[31].  Even though the group velocities can be a little bit different from the phase 
velocities, we can still conclude that the group velocity mismatch limited 
bandwidth will be much higher than the range we are considering (DC to 50 GHz).  
Based on this reason, the design will mostly focus on reducing the microwave loss 
at high frequencies, either by reducing the reflection loss, or by reducing the 
propagation loss.  
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Fig. 3.14 Phase velocity calculated as a function of frequency for different ridge widths.  Except for 
the ridge width, the other structure parameters are listed in Table 3.3. 

 

3.4 Microwave loss sources 

Considering the general equivalent-circuit model Fig. 3.8 (c) and Eq. 3.5, 
neglecting the conductance Gl, the propagation constant can be written as 







 −−⋅−−≈ ibitimimiimr CRjCRjCLCZCZj ωωωωωγ

2
1

2
112 , (3.13)  
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The propagation loss comes from three resistive elements in the equivalent 
circuit, 1) real part of metal-air transverse impedance, Zmr, 2) resistance from the p-
contact, p-cladding layer, and n-cladding layer, Rt, 3) resistance from the n-
conducting layer, Rb.  The first two are inversely proportional to the ridge width, 
wc, while Rb is linearly dependent on wc.  
 By artificially setting the real part of Zm, Zb, Zt, to zero (yet still leave the 
imaginary part untouched), we can separate each contribution within the total loss.  
Fig. 3.15 shows the calculated field attenuation constant.  As can be seen, the metal 
loss contributes to most of the loss at the frequency range we are interested in, 
while the n-conduction layer second, and the p- and n-cladding layers third.  When 
all these three resistive components are taken off, the loss virtually reduced to zero 
even with Gl still included in the calculation.  This also verifies that the parallel 
conductance, Gl, is negligible.  
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Fig.3 15 Field attenuation constant under the condition when the resistive components are 

artificially taken away from the calculation.  The structure parameters are listed in Table 
3.3. 

 
3.5 Microwave characteristics vs. device parameters 

 This section will focus on the effect of device structure and material 
parameters on the characteristic impedance, Z0, the microwave attenuation constant, 
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αe, and S21 of the transmission line.  These parameters include ridge width, wc, 
intrinsic layer thickness, di, metal thickness, dm, metal width, wm, gap width, wg, n-
conducting layer thickness, dsb, n-conducting layer resistivity, ρsb, p-cladding layer 
resistivity, ρpclad, and the side wall angle, θ.  The dependence of characteristic 
impedance and attenuation constant on some of these parameters may be opposite 
and only the S21 is the overall figure of merit.  
 Reducing the ridge width will have effects both on the resistive elements 
and the capacitive and inductive elements. Fig. 3.16 shows the dependence of Z0, 
αe, and S21 on ridge width.  Reducing the ridge width will reduce the intrinsic layer 
capacitance, even though it will also increase the metal impedance and line 
inductance, However, the first effect dominates and causes the increase in 
characteristic impedance and reduction in propagation loss.  The S21 is significantly 
dependent on the ridge width.  This suggests that a smaller the ridge width is better.  
However, too small ridge width will cause large optical coupling loss (Fig. 2.19) 
and large optical scattering loss.  We chose 2 µm as our smallest ridge width for the 
devices.  
 Changing the thickness of the intrinsic layer will change its capacitance, Ci, 
and will change both the impedance and the attenuation constant.  Fig. 3.17 shows 
the dependence of Z0, αe, and S21 on the thickness of the intrinsic layer.  Increasing 
the thickness of the intrinsic layer will only reduce the intrinsic layer capacitance 
and will not affect any other circuit elements; hence it will increase the 
characteristic impedance and reduce the propagation loss.  However, a thin intrinsic 
layer is preferred in order to achieve high electric field so as to achieve large 
wavelength shift.  An active region composed of 10 quantum wells and 0.15-µm p-
doping-offset layer is chosen for the InGaAsP/InGaAsP device.  The doping offset 
is used to avoid Be diffusion into MQW region during MOCVD growth.  
 To reduce the metal loss, thicker metal will be needed.  Fig. 3.18 shows the 
dependence of Z0, αe, and S21 on the p-metal thickness.  Changing the p-metal 
thickness will only affect the metal-air transverse impedance, Zm.  The 
characteristic impedance is not sensitive to the change in metal thickness.  As 
shown in Fig. 3.18(b), a metal thickness over 1 µm is sufficient. 
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 Fig. 3.19 shows the dependence of Z0, αe, and S21 on the p-metal width.  
Because two-layer metal process technique is usually used to obtain thick metal, 
the p-metal width can be wider than that of the ridge underneath.  Wider p-metal 
will slightly reduce the metal impedance, however it will reduce the inductance and 
will require wider gap width to achieve the same inductance.  Since the 
characteristic impedance is proportional to im CL /  at medium frequencies (Eq. 
3.10), a larger inductance will increase the characteristic impedance.  It will also 
change the field attenuation coefficient.  The overall performance (S21) suggests 
that a metal width equal to the ridge width have better performance than the one 
with 4 µm wider (Fig.3.19(c)).  A one-step thick-p-metal evaporation will be 
needed to achieve this goal.  
 The n-conducting layer loss can be reduced by reducing the gap width (Fig. 
3.20), using thicker conducting layer (Fig. 3.21), or reducing the resistivity (Fig. 
3.22). 
 Fig. 3.20 shows the dependence of Z0, αe, and S21 on the thickness of the 
gap width of the CPW line.  In this calculation, the p-metal width was chosen to be 
the same as the ridge width.  Increasing the gap width will increase the inductance, 
and hence increase the characteristic impedance.  However, this will also increase 
the resistive loss coming from the n-conducting layer.  The overall S21 performance 
was not changed much.  A gap width of 5 µm and a metal width of 4 µm were 
chosen for the device. 
 Fig. 3.21 shows the dependence of Z0, αe, and S21 on the thickness of the n-
conducting layer.  A thicker n-conducting layer will reduce the loss due to this 
layer.  As shown in Figs. 3.21 (b, c), an n-conducting layer thicker than 0.5 µm will 
be needed to achieve negligible loss.  
 Fig. 3.22 shows the dependence of Z0, αe, and S21 on the resistivity of the n-
conducting layer.  A resistivity of 100 Ω−µm was evaluated for the n-conducting 
layer, which was higher than the resistivity of ρ~10 Ω−µm as reported for bulk n-
InP with doping level of n=3e18 cm-3 [32].  The diffusion of Fe to the first 0.5-µm 
n-InP layer might be the reason for the high resistivity level of the actual device.  
Fig. 3.21 (b, c) suggests that a resistivity of better than 100 Ω−µm will be needed 
for achieving good conductivity.  
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 Higher doping can reduce the resistivity of the p-InP-cladding layer and 
hence reduce the loss.  Fig. 3.23 shows the dependence of Z0, αe, and S21 on the 
resistivity of the p-cladding layer.  Due to the low hole-mobility of p-InP, the p-
cladding layer has very high resistivity compared to n-InP.  As shown, a resistivity 
higher than 300 Ω−µm is preferred.  A high p-doping will be needed.   
 Fig. 3.24 shows the dependence of Z0, αe, and S21 on the angle of the side 
wall.  As will be discussed in Chapter 4, an angle of 67.6o was shown up on the 
InGaAs/InAlAs ridges etched with Cl2/Ar Reactive Ion Etching.  Due to this non-
90o side wall, the actual intrinsic layer width was increased, resulting in a much 
larger junction capacitance, a smaller characteristic impedance and a larger 
microwave propagation loss.  This results in a much smaller 3-dB bandwidth on the 
S21 curve, which is one of the main reasons why we switch from InGaAs/InAlAs/ 
InP system to InGaAsP/InGaAsP/InP system.   
 Table 3.4 summarizes the relations between the circuit characteristics and 
the device parameters. 
 

 Zo αe S21 3dB- 
bandwidth 

Comments 

Decrease wc + - + Increase optical loss 
Increase di + - + Increase drive voltage 
Increase dm ~ - + dm > 1 µm needed 
Decrease wm + + + One-step metal process 
Increase wg + + ~ wg = 5 µm chosen 
Increase dsb - - + dsb > 0.5 µm needed 
Decrease ρsb - - + ρsb < 100 Ω−µm needed 
Decrease ρpclad - - + ρpclad < 300 Ω−µm needed 
Increase θ to 
90o 

+ - + Need 90o side wall 

Table 3.4 Summary of the relations between the transmission line characteristics and the device 
parameters. +: increase; -: decrease; ~: small change. 
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Fig. 3.16 Transmission line characteristics as a 
function of frequency for different ridge 
widths.  Except for the ridge width, the other 
structure parameters are listed in Table 3.3. 
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Fig. 3.17 Transmission line characteristics as a 
function of frequency for different intrinsic 
region thickness values.  Except for the 
intrinsic region thickness, the other structure 
parameters are listed in Table 3.3.  
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Fig. 3.18 Transmission line characteristics as a 
function of frequency for different metal 
thickness values.  Except for the metal 
thickness, the other structure parameters are 
listed in Table 3.3. 
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Fig. 3.19 Transmission line characteristics as a 
function of frequency for different p-metal 
widths.  Except for the p-metal width, the 
other structure parameters are listed in Table 
3.3.  
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Fig. 3.20 Transmission line characteristics as a 
function of frequency for different gap widths.  
Except for the gap width, the other structure 
parameters are listed in Table 3.3. 

C
ha

ra
ct

er
is

tic
 Im

pe
da

nc
e 

(Ω
)

-20

-10

0

10

20

30

40

50

0 20 40 60 80 100

Arrow direction: d
sb

 = 

0.1, 0.2, 0.3, 0.4, 0.5, 1.0 µm

Re

Im

Frequency (GHz)  
(a) 

Fi
el

d 
At

te
nu

at
io

n 
C

on
st

an
t (

dB
/1

00
µm

)

0

0.5

1

1.5

2

0 20 40 60 80 100

dsb = 0.1 µm
.2 .3

.4

.5

1.0

Frequency (GHz)  
(b) 

S 2
1 (

dB
)

-6

-5

-4

-3

-2

-1

0

0 10 20 30 40 50

d
sb

 = 0.1, 0.2, 0.3, 0.4, 0.5, 1.0 µm

Frequency (GHz)  
(c) 

Fig. 3.21 Transmission line characteristics as a 
function of frequency for different n-
conducting layer thickness values.  Except for 
the n-conducting layer thickness, the other 
structure parameters are listed in Table 3.3.  
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Fig. 3.22 Transmission line characteristics as a 
function of frequency for different n-
conducting layer resistivity values.  Except for 
the n-conducting layer resistivity, the other 
structure parameters are listed in Table 3.3. 
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Fig. 3.23 Transmission line characteristics as a 
function of frequency for different p-cladding 
layer resistivity values.  Except for the p-
cladding layer resistivity, the other structure 
parameters are listed in Table 3.3.  



 74

C
ha

ra
ct

er
is

tic
 Im

pe
da

nc
e 

(Ω
)

-20

-10

0

10

20

30

40

0 20 40 60 80 100

Solid: 90o, dashed: 67.6o

Re

Im

Frequency (GHz)  
(a) 

Fi
el

d 
At

te
nu

at
io

n 
C

on
st

an
t (

dB
/1

00
µm

)

0

0.5

1

1.5

2

0 20 40 60 80 100

67.6o

90o

Frequency (GHz)  
(b) 

S 2
1 (

dB
) S

11  (dB
)

-14

-12

-10

-8

-6

-4

-2

0

-40

-35

-30

-25

-20

-15

-10

-5

0

0 20 40 60 80 100

Solid: 90o, dashed: 67.8o

S
11

S
21

Frequency (GHz)  
(c) 

Fig. 3.24 Transmission line characteristics as a 
function of frequency for different side wall 
angles.  Except for the side wall angle, the 
other structure parameters are listed in Table 
3.3. 
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3.6 E-O Response 

Previous discussions are all limited to a pure straight coplanar waveguide 
structure and to electrical domain.  In a real device, the feedline as well as load 
responses should be included.  The final parameter that represents the performance 
of the device will be the electrical-to-optical (EO) response S21.  This section 
focuses on optimizing the overall electrical-to-optical response, including the 
design of feed lines and the choice of load. 

Including the tapered feed lines, the schematic diagram and the linear two-
port representation of the device is shown in Fig. 3.25.  

Tfi Tg TfoVs

Zs

ZL

Input Feedline Output FeedlineWaveguide

 
Fig. 3.25 Schematic diagram of transmission line and linear two-port representation of a TEAM.  In 
the case when wire bonding is used to connect the load, an inductance corresponding to the gold 
wire is included in the load impedance.  The inductance of a gold wire/ribbon can be calculated with 
a commercial software called libra [33]. 

The whole device is composed of an input transmission feed line, an optical 
waveguide section, and an output transmission line.  Each section is represented 
with a linear two-port transmission matrix.  Appendix D discusses the calculation 
of any voltages in the waveguide.   

With the voltage signal known in every position throughout the waveguide, 
the output optical waveform can be obtained through the calculation of 
electroabsorption effect.  The transfer function of an electroabsorption modulator 
can usually fit as [21] 

 ))/(exp( n
o

o

VV
P
P −= , (3.14)  
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where  is the normalized output optical power, V is the applied 
external voltage, V

oPP /
o and n are fitting parameters. 

Even though actual device transfer function may be quite different from the 
form of equation (3.14), this equation should still give us enough precision for 
small signal modulations. 

As discussed in the previous section, the characteristic impedance of the 
waveguide section is usually far smaller than 50 Ω.  With the designed structure as 
shown in Table 3.3, the impedance is about 20 Ω.  Therefore, there will be a strong 
reflection back to the modulator driver.  It will be ideal to design the load 
impedance and the transmission feed lines such that the impedance looking from 
the input port of the device can be a 50 Ω.  Impedance tapering in the feedline 
region might help improve the performance.   

Fig. 3.26 shows the impedance schematic diagram of a general tapered 
transmission line section.  Tapering is usually used to match two transmission lines 
with different characteristic impedances.  In calculation, arbitrarily tapering 
impedance profile can be simulated with multiple discrete steps, with each step 
considered as a simple transmission line [34].   

L
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z
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Fig. 3.26  Tapered transmission line section 
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Three different tapered structures are studied numerically.  The first one is 
called exponential taper, in which Zln  varies linearly with distance, and hence the 
normalized cZZZ /=  varies exponentially, from unity to LZln .  That is 

 LZ
L
zZ lnln = , (3.15a)  

 )lnexp( LZ
L
zZ = , (3.15b)  

The second tapered structure is called triangular distribution, in which 
dzZd /)(ln  is chosen as a triangular function of the form 
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2

2
, (3.16)  

The third structure is a linear width tapering, in which the signal line width, 
w, and the gap width, g, are linearly tapered from one end (wL, gL) to the other(wc, 
gc), with each-end impedance matched to the impedance at that end.  That is 

 ccL www
L
zw +−= )( , (3.17a)  

 ccL ggg
L
zg +−= )(  (3.17b)  

In order to calculate small signal electrical-to-optical (EO) response, a 
Gaussian-shaped electrical pulse with a full-width-at-half-maximum (FWHM) 
width of 2ln10  ps and an amplitude of 0.07 V is launched into the input port of 
the device.  Fig. 3.27 shows the real part of the characteristic impedance (the 
imaginary part is much smaller and is not shown for clarity) at 40 GHz for the three 
tapered structures.  The x-axis is the distance starting from the input port to the 
output port.  The flat region in the center is the 300-µm long optical waveguide, 
and the two flat ends are 100-µm contact pads.  
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Fig. 3.27 Characteristic impedance distribution for three tapered structures.  The center flat region is 

the 300-µm optical waveguide.  There are 100-µm contact pads on both input and output 
ports. 
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Fig. 3.28 S21 response of the pure tapered input transmission feed line section. 

 

Fig. 3.28 shows the S21 response of the tapered input transmission feed line 
section.  As can be seen, both the exponential and triangular tapered structures have 
significant loss, due to the impedance tapering induced reflection.  
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Fig. 3.29 Input-port-to-output-port S21 response of the whole device with different tapered 

transmission feed line sections. 

Fig. 3.29 shows the input-port-to-output-port S21 response of the whole 
device with tapered transmission feed line sections.  Surprisingly, the best result is 
obtained with linear tapering.  Two reasons may explain this effect.  Since the 
tapered section is very short (500 µm) compared to the wavelength of the 
microwave signal (~1250 µm at 40 GHz), the length is not long enough to achieve 
a phase shift for a null reflection [34].  In the linear-width-tapered structure, the 
impedance first slightly increases at the feedline region.  This will introduce a 
positive reflection and can cancel with the negative reflection from the optical 
waveguide.  This positive reflection can be observed in the simulated output optical 
pulse as shown in Fig. 3.30 on the slightly overshoot on the linearly tapered case.  
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Fig. 3.30 Simulated output optical pulse under modulation of a Gaussian pulse. 
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Fig. 3.31 Normalized EO response for different taper structures. 

 

Fig. 3.31 shows the simulated overall EO response for different taper 
structures.  As shown, the linear-width tapering is the best choice for the device.  

 
3.7 Summary 

This chapter discusses the equivalent circuit model for traveling-wave 
electroabsorption modulators.  Material and device structural parameters are 
studied on their effects on the characteristic impedance, microwave propagation 
attenuation constant and finally on the S21 performance of the waveguide.  Table 
3.4 lists the design rules for achieving low loss microwave waveguide.  The last 
section of the chapter discusses optimization of the whole device based on the 
overall port-to-port S21 parameter and EO response.  Tapering of the transmission 
feed lines are studied and linear width tapered structure is found to be better than 
triangular and exponential tapered structures.  
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CHAPTER 4 

InGaAs/InAlAs Device Fabrication and Characterization 

 
 In the previous two chapters we have discussed the design issues of 
achieving low drive voltage, high coupling efficiency, and high-speed traveling-
wave electroabsorption modulators.  The design examples are mostly based on the 
InGaAsP/InGaAsP material system; however, our first generation device is with 
InGaAs/InAlAs material system.  As discussed in Chapter 2, InGaAs/InAlAs was 
first recognized as an excellent material system for fabricating 1.55-µm EA 
modulators because of its strong exciton effect and natural band structure good for 
high saturation power operation.  Ultra-high-speed and low drive voltage EA 
modulators have been reported with this material system [1-4]; however, all of 
these devices are lumped structures.  This chapter will describe the fabrication and 
characteristics of TEAMs fabricated with InGaAs/InAlAs.  Similar design 
procedures for high-speed operation as those discussed in Chapter 2 have been 
performed for InGaAs/InAlAs material system and will not be discussed specially.  
 Epilayer structures were designed and compared experimentally for 
achieving low drive voltage.  The devices were fabricated using a self-aligned ridge 
waveguide process.  PMGI [5] was used to passivate, planarize, and bridge the 
ridge for its good properties and ease to process.  High-speed measurements on 
these devices revealed that the side wall’s non-90o angle was the main limiting 
factor for the bandwidth of the devices. 
 

4.1 Material structure and characterization 

4.1.1 Growth structure 

The material was grown on a semi-insulating InP substrate for high-speed 
operation.  The epilayers were lattice matched to the substrate.  As discussed in 
Chapter 2, the thickness of an unstrained quantum well that operates at 1.55 µm 
will be very thin and the energy shift with external electric field will be small.  This 
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will cause an increase in the driving voltage.  It has been demonstrated that by 
inserting a thin InGaAlAs layer into the InGaAs quantum well the effective 
quantum well bandgap is larger, therefore we can use a wider shallow quantum 
well [6].   
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Fig. 4.1 Material structure of InGaAs/InAlAs TEAMs. 

 
Two different quantum well structures were grown; one with standard 

quantum well without spiked InAlAs layer, and the other with a spiked InAlAs 
layer.  Fig. 4.1 shows the whole epilayer structure together with these two quantum 
well structures.  The device structure consists of 10 lattice matched InGaAs/InAlAs 
quantum wells sandwiched by p-InAlAs cladding and n-InAlAs cladding layers.  
Prior to the other layers, a 0.3-µm n+-InAlAs layer was grown on the semi-
insulating InP substrate for the n-conducting layer.  

In order to reduce carrier trapping effect at heterointerfaces, digital-alloy-
grading layers were grown at the interfaces between quantum well region and p- 
and n- cladding layers, and between p-contact layer and p-cladding layer [7, 8].  
The InGaAs/InAlAs superlattice can also help smooth the growth surface and 
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improve the quality of the quantum well region [9] and has been used for 
fabricating InGaAlAs lasers [10, 11].  As will be shown later in Fig. 4.2, these 
superlattice layers do improve the photoluminescence efficiency. 

Since Be is highly diffusive in InP [12], a p-doping offset layer of 0.1 µm 
was grown to prevent Be from diffusing into the active region.  This will, however, 
increase the total intrinsic layer thickness, reduce the electric field intensity and 
increase the drive voltage. 

The epilayers were grown at 530oC, with a V-III flux ratio of 20:1.  Since 
there is a total thickness of over 2.0-µm InAlAs, it is very important to precisely 
control the strain of the material.  A calibration growth was performed before 
growing the actual device structure. X-ray double crystal measurement was used to 
characterize the lattice constant of the material while room temperature 
photoluminescence (PL) was used to calibrate the PL wavelength and to evaluate 
the quality of the material.   

4.1.2 Photoluminescence characteristics 

The as-grown material was first characterized with room temperature PL 
measurement.  Fig. 4.2 shows photoluminescence spectra of four different wafers; 
two of them were grown without digital grading layers, while the other two were 
grown with digital grading layers.  Among these samples, only one of them was 
calibrated with X-ray during the calibration growth.  As can be seen, for samples 
without X-ray calibration, the sample with digital-alloy-grading layers has a PL 
intensity of about 50% more than the ones without; for the samples with digital-
alloy-grading layers, the sample with X-ray calibration has a PL intensity of about 
100% more than the one without.  This suggests that digital-alloy-grading layers do 
help improve the quality of the quantum wells and X-ray calibration prior to growth 
is crucial for achieving high quality material. 
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Fig. 4.2 PL spectra of four different wafers.  

The PL intensity was observed to have a dramatic improvement after post 
growth Rapid Thermal Annealing (RTA).  Fig.4.3 shows a comparison of PL 
spectra with and without post annealing.  In this case, the sample was grown 
without digital-alloy-grading layers and no X-ray calibration was performed during 
the calibration growth.  Close to an order of magnitude improvement was observed.  
The best annealing condition was found to be at a temperature of 850~900oC for 
about 60 seconds.  A peak wavelength shift was observed; however, multiple tests 
showed that the shift direction was randomly distributed, which could partially be 
due to the non-uniformity of the wafer and the limited accuracy of the 
monochromator.   
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Fig. 4.3 PL spectra with and without post growth rapid thermal annealing.  The sharp jump on the 

curve of the as grown sample is due to the locking amplifier’s sensitivity range switch. 
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The improvement of PL efficiency after post annealing can be understood 
as the removal of defects in InAlAs layers that were formed during the relatively 
low temperature growth.  Due to the high desorption rate of Indium atoms at high 
temperatures the growth temperature was only about 530oC, much lower than the 
optimum growth temperature for AlGaAs.   

Even though post annealing has been successfully used in achieving record 
low threshold current density InGaAlAs-AlGaAs lasers [13], it does not help much 
in the absorption characteristic of the material.  Actually, a slight reduction of 
wavelength shift under the same bias was observed from photo current 
measurement due to the fact that high temperature annealing will disorder the 
heterointerfaces and reduce the quantum confinement effect.   

4.1.3 Photocurrent measurement 

Besides PL measurement, photocurrent measurement was also performed to 
characterize the material quality.  In a photocurrent measurement, the modulator is 
used as a detector to convert light to current; thus the photocurrent spectrum reveals 
the absorption characteristics of the material.   

Broad area structure devices were fabricated specially for photocurrent 
measurement prior to the fabrication of the high-speed devices.  The detailed 
measurement configuration is given in Appendix E.  

Fig. 4.4 shows the photocurrent spectra of a device with non-spiked 
quantum wells and Fig. 4.5 shows that of a device with spiked quantum wells.  As 
can be seen, the absorption edge shifted much faster for the device with spiked 
quantum wells, in agreement with the theoretical prediction given in Chapter 2.  
Also, as expected, the absorption edge became less sharp for the spiked quantum 
wells due to larger exciton radius and hence lower confinement.  

A comparison of the absorption edge shift for different samples is shown as 
a function of electric field in Fig. 2.7.  The theorectical prediction is shown in Fig. 
2.6. 
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Fig. 4.4 Photocurrent spectra of a device with non-spiked quantum wells.  
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Fig. 4.5 Photocurrent spectra of a device with spiked quantum wells.  
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Fig. 4.6 Secondary Ion Mass Spectroscopy measurement result.  

4.1.4 SIMs measurement 

Residual unintentional doping in the active region can cause electric field 
non-uniformity and could severely reduce the sharpness of the absorption edge as 
well as the absorption coefficient.  Unintentional doping level below 1016 cm-3 is 
important for achieving high device performance [14].  Oxygen is the most 
common unintentional dopant in InGaAs/InAlAs QWs due to the aluminum 
compound.  Secondary Ion Mass Spectroscopy (SIMs) measurement was 
performed to study the residual doping level.  Fig. 4.6 shows the SIMs 
measurement result.  We can see that the oxygen level was about 1017 cm-3, a level 
that could severely affect the electroabsorption efficiency.   

4.2 Device fabrication 

Before getting into the details of the fabrication process, let’s examine the 
structure of the final device. 

Fig. 4.7 shows a Scanning Electron Microscope (SEM) picture of the 
fabricated devices prior to cleaving, while Fig. 4.8 shows the SEM pictures of a 
single device and the waveguide to feed line connection region.  Fig. 4.7 shows the 
meshed cleaving lines.  These cleaving lines were 10 µm wide.  For better ground 
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connection from one side of the waveguide to the other side, a PMGI-bridge was 
fabricated as shown in Fig. 4.8 and in the facet view of the waveguide in Fig. 4.9.  
As we will discuss later, there is a side wall angle of 68o on the ridge due to 
Reactive Ion Etching (RIE).   

 

cleaving lines

waveguide

 
Fig. 4.7 SEM picture of fabricated devices prior to cleaving to single devices.  
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Fig. 4.8 Close-up SEM pictures of a single device and the 

waveguide to feed line connection region.  
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Fig. 4.9 Facet view SEM picture of a 3-µm ridge device.  

 
The processing steps for traveling-wave EA modulators are shown in Fig. 

4.10.  These steps include 1) p-contact evaporation; 2) ridge formation; 3) n-contact 
evaporation and contact annealing; 4) mesa etch, PMGI passivation/bridging/ 
planarization; and, 5) final metalization, cleaving line formation, wafer lapping and 
device cleaving.    

Itemized processing steps are listed in Appendix F; here we only give an 
outlined description.  

The first mask process was p-contact evaporation and RIE mask 
evaporation, to make a self-aligned mask for optical waveguide etch (Fig. 4.10 step 
1).  The evaporated layers included Cr/Au/Zn/Au = 5/5/19/400 nm, evaporated with 
the thermal evaporator, and Ti/SiO2 = 20/650 nm, evaporated with the electron 
beam evaporator.  SiO2 served as the mask for subsequent RIE etching while Ti 
was used to improve the adhesion of SiO2 to the surface.   

Following p-metal/mask evaporation, Cl2/Ar RIE etching was performed to 
form the optical waveguide (Fig. 4.10 step 2).  In order to accurately control the 
etch depth, a He-Ne laser was used to monitor the surface reflection intensity 
during RIE etching [15].  Prior to the real device etch, a test etch was performed to 
record the surface reflection curve.  Fig. 4.11 shows such a curve recorded during 
the RIE test etch.  The stop etch point was chosen right before the 
(InGaAs)x(InAlAs)1-x grading layers as shown in the figure. 
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QW

 

Step 1: p-contact evaporation Step 2: Ridge formation 

PMGI

 

Ni/AuGe/Ni/Au

 

Step 3: n-contact evaporation Step 4: Mesa etch, PMGI 
passivation/bridging/planarization 

 
 

p-contact

n-contact

PMGIfinal metal

 
 

Step 5: Final metalization, cleaving line etch, wafer lapping, device cleaving.  This 
picture was taken from an InGaAsP/InGaAsP device, which had a 90o side wall. 

 
Fig. 4.10  Processing steps for traveling-wave EA modulators.  
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Fig. 4.11 He-Ne laser monitored surface reflection intensity during RIE etching. 

 
Due to the non-volatile property of InCl3, it was not fully removed from the 

etching surface, which at the end resulted in a side wall angle of about 67.6o (Fig. 
4.9).  Many methods have been used to overcome this problem.  These include 
raising the substrate temperature [16], increasing the etch bias voltage with mixture 
Ar/Cl2 gasses [17], and using reactive ion beam etching (RIBE) followed with a 
slight wet etching [2]. 

After dry etching, residual SiO2 was removed with a buffered HF dip.  This 
process also took away the adhesion Ti layer. 

The second mask process was n-contact evaporation (Fig. 4.10 step 3).  An 
n-contact metal consisting of Ni/Ge/Au/Ni/Au = 5/17/30/20/400 nm was 
evaporated.   

The third mask process was the mesa etch (Fig. 4.10 step 4).  This step was 
to remove residual conductive layers and etch down to the SI-InP substrate at the 
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feed line region.  Photo resist was used as etch mask and the etching was done with 
Cl2/Ar RIE etching.  Again, He-Ne laser was used to monitor the etching depth. 

After mesa etching, the contacts were alloyed using rapid thermal 
annealing.  

The fourth and the fifth mask processes were for PMGI [5] passivation, 
bridge formation, and planarization (Fig. 4.10 step 4).  PMGI was first spun onto 
the wafer and then cured in the oven.  Thick photoresist was used to define the 
bridge area (fourth mask), and planarization etch was done with O2 RIE etching.  
After the planarization etch, the fifth mask was used to protect PMGI at the 
waveguide region.  Then the residual PMGI at the feed line region was removed 
with SAL 101 develop after deep UV exposure.   

After PMGI was defined, it was re-flowed in an oven to smooth the surface 
steps (Fig. 4.10 step 4).   

The sixth mask process was the final metal evaporation.  The metal was 
thick for better microwave conductivity.  It was composed of a 25/2000 nm-thick 
Ti/Au layer.  

The seventh mask process was to etch cleaving lines and to remove PMGI 
in the cleaving lines.  This was for easier cleaving.   

After these steps, the wafer was lapped down to about 70 µm thick.  
Devices were cleaved, mounted onto copper bars with silver epoxy, and were ready 
for testing.   

4.3 Device characterization 

A lens pair was used to couple light from the fiber to the waveguide and 
vice versa.  The lens pair was composed of two lenses, one with a numerical 
aperture matched to the single mode fiber, while the other one with a numerical 
aperture of 0.55.  Two Cascade probes [18] were used to connect to the input and 
output ports of the device.  Both open and with 50 Ω terminations were tested.  In 
the case of 50 Ω termination, the output probe was terminated with a standard 50 Ω 
load.  High-frequency measurements were performed with an HP Lightwave 
Component Network Analyzer, which can measure electrical to electrical, electrical 
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to optical, optical to electrical, and optical to optical responses.  Detailed 
measurement configurations are described in Appendix E. 

4.3.1 Static characteristics 

Fig. 4.12 shows the fiber-to-fiber optical transmission versus reverse bias 
voltage for several wavelengths and for TE and TM polarization states.  The device 
length was 300 µm, and the ridge width was 2 µm.  The quantum well region 
composed of ten spiked-quantum wells.  These curves were taken without anti-
reflection coating on the facets.  With AR coating, a 3-dB improvement in coupling 
efficiency was typically observed.  With TE polarization, the drive voltage for a 10-
dB extinction ratio was 2.0 V and it was 2.7 V for a 20-dB extinction ratio at 1530 
nm.  A quite large polarization dependence was observed because the quantum 
wells were unstrained. 
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Fig. 4.12 Fiber-to-fiber transmission versus reverse bias voltage for several 

wavelengths and for TE and TM polarization states.  The facets 
were not anti-reflection coated. 

 
The optical propagation loss can be measured using the resonance property 

of the Fabry-Perot resonator.  Due to resonance, the transmission of the waveguide 
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fluctuates with wavelength.  Assuming that the incident angle is 0o, then the optical 
transmission (output power divided by input power) is 
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where l is the optical waveguide length, α is the power attenuation constant, β is 
the propagation constant, and R is the power reflectance at the facet.  Here we 
assume both facets have the same reflectivity.  
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It’s not difficult to relate the propagation loss with the transmission 
minimum to maximum ratio by 
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Fig. 4.13 Waveguide optical propagation loss measured by Fabry-Perot resonance method. The 

bias voltage was 0 V. 
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Figure 4.13 shows the measured optical power transmission loss at different 
wavelengths and for TE and TM polarization states.  We can see that the 
propagation loss was about 1.0 dB for a 300-µm long device at a wavelength of 
1.55 µm, which according to Fig. 4.12 suggests that the coupling loss is about 5 dB 
per facet.   

4.3.2 Dynamic performance 

Microwave port-to-port S parameter measurements were first made to 
understand the electrical wave propagation characteristics.  Fig. 4.14 and Fig. 4.15 
show the S21 and S11 responses of two 500-µm long, 2.5-µm wide devices.  Also 
shown are simulation results for both the transmission line model and the lumped 
RC model.  As we can see from both figures, the transmission line model had better 
agreement with measurements, especially at high frequencies.  The device had 
lower loss than what the lumped model predicted at high frequencies.  This 
suggests that the transmission line structure does help improve the performance at 
high frequencies.  

S
21

 (d
B)

-12

-10

-8

-6

-4

-2

0

2

0 5 10 15 20

Measurement (I)
Measurement(II)
CPW model
RC model

Frequency (GHz)
 

Fig. 4.14 Port-to-port S21 response of two 500-µm long, 2.5-µm wide devices (dots). Also shown 
are simulation results both with the CPW model and the lumped RC model (lines). 
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Fig. 4.15 Port-to-port S11 response of two 500-µm long, 2.5-µm wide devices (dots). Also shown 

are simulation results both with the CPW model and the lumped RC model (lines).  
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Fig. 4.16 Measured microwave port-to-port loss at 20 GHz for different device lengths and widths 

(dots).  Together shown are simulated results with transmission line model (lines).  
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Nominal width (µm) Actual top width(µm) Active region width(µm) 

2 1.78 3.85 

2.5 2.66 4.59 

3 3.16 5.03 
 

Table 4.1 Actual device widths for different nominal width values. 

 
Devices with different lengths and widths were measured and the 

microwave loss at 20 GHz is shown in Fig. 4.16.  Theoretical simulations with the 
transmission line model are shown as lines.  In the simulation, the actual device 
width values were used instead of the nominal values (Table 4.1).  Due to the 
angled side wall, the widths at the active region were about two micrometers wider 
than their corresponding top widths.  This extra width caused an increase in 
microwave propagation loss and reduced the characteristic impedance, and both 
effects cause the increase of the microwave loss.  Simulations suggested that the 
microwave power propagation loss was about 0.68 dB per 100 µm at 20 GHz; 
however, the S21 loss was about 5 dB for a 300-µm long device (Fig.4.16).  This 
suggested that there was a loss of about 3 dB from other sources, most of which 
were from the characteristic impedance induced reflection loss.  So it is crucial to 
reduce reflection loss. 

Fig. 4.17 shows the normalized overall electrical-to-optical responses for a 
300-µm long, 2-µm wide device under different terminations.  Without any load 
termination, the 3-dBe bandwidth was about 5.5 GHz.  It increased to 12 GHz with 
a 50 Ω termination from the output cascade probe.  This bandwidth was highly 
affected by the angled side wall as shown in the simulation result in Fig. 3.24.  
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Fig. 4.17 Normalized electrical-to-optical response under different terminations. 

 

4.4 Discussion and Summary 

The first generation of traveling-wave electroabsorption modulators were 
designed and fabricated with MBE grown InGaAs/InAlAs material on a semi-
insulating InP substrate.  It was verified that the use of spiked quantum wells can 
reduce the drive voltage for the same absorption wavelength shift.  With spiked 
quantum wells, drive voltages of 2.0 V and 2.7 V have been achieved for extinction 
ratios of 10 dB and 20 dB. 

High speed measurements revealed that there was a large amount of loss 
associated with the impedance-mismatch induced microwave loss.  A 3-dB 
bandwidth was limited to only 12 GHz with a 50 Ω load.  The angled side wall was 
the main reason for limiting the bandwidth of the device.  Also, as discussed in 
Section 2.5, the very low p-InAlAs hole mobility also contributes to larger 
microwave propagation loss in p-cladding layer compared to devices with an InP-
cladding layer.   
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Based on these reasons, MOCVD grown InGaAsP/InGaAsP/InP material 
that used InP as cladding layer was chosen as our second-generation device 
material. 
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CHAPTER 5 

InGaAsP/InGaAsP Device Fabrication and Characterization 

 As discussed in the previous chapter, compared to InAlAs-cladded devices, 
InP-cladded devices have smaller microwave loss due to the possibility of making 
90o-side wall waveguide and the higher conductivity of InP cladding layers.  
InGaAsP/InGaAsP devices have been demonstrated with high speed, low drive 
voltage, polarization independent and high power saturation [1-4].  So 
InGaAsP/InGaAsP material system is both good for achieving high static 
performance, such as low drive voltage, polarization independent and high power 
saturation, and for high-speed traveling-wave operation.  Based on these reasons, 
we used it as our second-generation device material.  
 A device processing procedure similar to that for the MBE grown 
InGaAs/InAlAs device was deployed.  A dry etch combined with wet etch were 
used to form the optical waveguide.  Better etch depth control was achieved with 
the use of etching stop layer for wet etchant.  A 90o-side wall was easily achieved 
with these devices.  The MOCVD grown InGaAsP/InGaAsP devices yielded 
polarization insensitivity, lower drive voltages, and higher bandwidths.  High figure 
of merit was achieved with these modulators.   
 

5.1 Material structure and characterization 

5.1.1 Growth structure 

The material was grown on 3o-off (001) semi-insulating InP substrates.  Fig. 
5.1 shows the epilayer structure.  The quantum well was designed for polarization 
insensitive operation as discussed in Section 2.4.  We used tensile strained quantum 
well for polarization independence as discussed in Chapter 2.  In order to avoid 
misfit dislocation, a compressively strained barrier was used to compensate the 
strain.  The quantum wells were composed of 10.4-nm thick tensile strained 
InGaAsP wells with strain of –0.37% and a bulk photoluminescence wavelength of 
1580 nm, and 7.6-nm thick compressively strained InGaAsP barriers with strain of 
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+0.5% and a bulk photoluminescence wavelength of 1150 nm.  The overall 
photoluminescence wavelength of the quantum well region was about 1495 nm.  
Table 2.2 shows the detailed structure of the quantum well region.  
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Fig. 5.1 Material structure of MOCVD grown InGaAsP/InGaAsP TEAMs.  The quantum well 
structure is shown in Table 2.2. 

 
Similar to the InGaAs/InAlAs devices, the device structure consisted of 10 

wells and 11 barriers.  This structure used p- and n-InP as cladding layers, and a 
0.5-µm n+-InP layer as n-conducting layer.  A 20-nm thick 1.3Q InGaAsP was 
inserted between n-cladding and n-conducting layers to serve as wet etching stop 
layer and as n-contact layer.  The layers were grown on semi-insulating InP 
substrate for high-speed operation.  

Since Zn is highly diffusive in InP [5], a p-doping offset layer of 0.15 µm 
was grown to prevent Zn from diffusing into the active region.  A much thinner 
doping-offset was used in the n-side because the diffusion coefficient of Si is much 
smaller than that of Zn.   

The epilayers were grown with low pressure MOCVD at 615oC.  The 
pressure was 350 Torr and the V-III flux ratio ranged from 10 to 50.  Calibration 
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growths were carried on before the growth of the actual device structure.  Double 
crystal X-ray measurements were used to characterize the lattice constant of the 
material and room temperature photoluminescence (PL) were used to calibrate the 
PL wavelength and to evaluate the quality of the material.   

5.1.2 Photoluminescence characteristics  

The as grown material was first characterized with room temperature PL 
measurement and X-ray double crystal measurement.  Fig. 5.2 shows 
photoluminescence spectra of two different positions on the same wafer; one at the 
center of the wafer, while the other at the very edge.  The edge had weaker PL 
intensity; however, the peak wavelength position was close to that at the center.  
This suggested that the wavelength uniformity was good enough for precise 
wavelength operation.  
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Fig. 5.2 PL spectra at two different positions on the same wafer.  
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5.1.3 X-ray diffraction characteristics  

Fig. 5.3 shows the (400) double crystal rocking curve of the as grown 
wafer.  The zero-order peak was almost at the same position as the InP peak, 
suggesting that the strain in the quantum well region was well compensated.  The 
period of the quantum well can be obtained with [6] 

δθθ
λ

⋅
=Λ

)(cos2
, (5.1) 

where λ =0.15405 nm is the X-ray wavelength, θ = 31.669o is the X-ray incident 
angle, and δθ is the angle separation between the zero and the first order peaks.  
With these values substituted into Eq. 5.1, the period is 

[nm]         sec)(/108667.1 4 arcδθ×=Λ , (5.2) 

where δθ is with a unit in arcsec, and the period is with a unit in nm.   
From the rocking curve, the period of the quantum well was calculated to be 

17.95 nm.  According to the thickness ratio between the well and the barrier, the 
quantum well was 10.36 nm, and the barrier was 7.59 nm. 
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Fig. 5.3 X-ray double crystal rocking curve of the (400) reflection using CuKα radiation.  
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5.1.4 Photocurrent measurement 

A photocurrent measurement system slightly different from the one used for 
the MBE material characterization was used.  In the previous set-up, a tunable 
diode laser was used to scan the wavelength, which limited the wavelength range to 
1480 ~ 1570 nm.  In order to obtain the information at a wider wavelength range, a 
halogen white light source plus a monochromator were used to generate wide 
wavelength range source.  The detailed measurement set-up is given in Appendix 
E.  

Broad area structure devices were fabricated specially for photocurrent 
measurement prior to the fabrication of the real devices.  Fig. 5.4 shows the 
photocurrent spectra of a sample under the illumination of TM polarization light.  
Compared to the photocurrent spectra of the MBE samples (Figs. 4.5-4.6), the 
absorption edge of the MOCVD sample shifted faster than the non-spiked quantum 
well. But it shifted at about the same speed as the spiked quantum well, which is 
expected since they had about the same quantum well thickness.  
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Fig. 5.4 Photocurrent spectra of a device under different reverse bias voltages.  
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5.2 Fabrication processes 

The device fabrication process was similar to that for the MBE devices.  
The only differences were the p-contact metals, RIE dry etching, and the wet 
etching used for the post RIE etching surface clean and for the mesa etching.  
Better etch depth control was achieved with the use of etching stop layer for wet 
etchant.   

The device electrode structure is the same as the MBE one, and is shown in 
Figs. 4.7-4.8.  The processing steps are schematically shown in Fig. 4.10.  

Itemized processing steps are listed in Appendix F; here we only give an 
outlined description of the steps that are different from that for the MBE devices.  
At the end of this section, the process for making thin-film resistors and for anti-
reflection facet coating are also discussed. 

5.2.1 Device fabrication 

The first mask process was p-contact evaporation and RIE/wet etch self-
aligned mask evaporation (Fig. 4.10 step 1).  The evaporations included 
Ti/Pt/Au/Si = 20/50/500/200 nm evaporated with electron beam evaporator. Si 
served as the mask for subsequent RIE etching.   

Following p-metal/mask evaporation, CH4/H2/Ar RIE etching was 
performed to form the optical waveguide (Fig. 4.10 step 2).  In order to accurately 
control the etch depth, a He-Ne laser was used to monitor the surface reflection 
intensity during RIE etching [7].  Fig. 5.5 shows a curve recorded during the real 
sample etch.  The stop etch point was chosen two cycles after the quantum well and 
one cycle before the etching stop layer.  The monitor beam was shining on the edge 
of the sample.  Due to non-uniformity of the plasma, the etching rate at the edge 
was higher than that at the center.  Extending the four edges with InP substrate will 
improve etching uniformity [8]. 



 109

0 5 10 15 20 25 30
Time (minute)

Stop etching point

QW regionCap layer

InP cladding layer

H
e-

N
e 

M
on

ito
r I

nt
en

si
ty

 (A
.U

.)

 
Fig. 5.5 He-Ne laser monitored surface reflection intensity during RIE etching. 

 
After dry etching, residual Si was removed with CF4/O2 RIE etching.  Then 

wet etchant H3PO4:HCl=3:1 was used to smooth the side wall and to etch to the n-
contact and etch stop layer (1.3 Q InGaAsP).  SEM was used to watch the side wall 
after wet etching.  The CH4/H2/Ar RIE and subsequent wet etching form a 90o-side 
wall on )110(  oriented ridges.  Fig. 5.6 shows the facet view SEM picture of a 
finished 2-µm wide device.  The wider width at the bottom of the ridge was due to 
the post-RIE wet etching, which will not etch the quaternary material.   
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Fig. 5.6 Facet view SEM picture of a finished InGaAsP/InGaAsP TEAM. 

 
The second mask process was n-contact evaporation (Fig. 4.10 step 3).  

Same as for the MBE devices, an n-contact metal consisting of Ni/Ge/Au/Ni/Au = 
5/17/30/20/400 nm was evaporated.   

The third mask process was mesa etching (Fig. 4.10 step 4).  This step was 
to remove residual conductive layers and etch down to the SI-InP substrate at the 
feed line region.  Photo resist was used as etch mask.  The etching was done with 
H3PO4:HCl=3:1 etch to remove the residual n-InP cladding layer, followed by 
H3PO4:H2O2:H2O=1:1:30 etch to break through the etching stop layer, and finally 
H3PO4:HCl=3:1 etch through the n-conducting layer.  

After the mesa etch, the contacts were alloyed via rapid thermal annealing.  
The fourth and the fifth masks processes were for PMGI passivation, bridge 

formation, and planarization (Fig. 4.10 step 4).  These processes are the same as 
those for MBE devices.  

The sixth mask process was final metal evaporation.  It composed of Ti/Au 
layer of 25/2000 nm thick.  

The seventh mask process was to etch cleaving lines and to remove PMGI 
in the cleaving lines.  Gold etchant and deep UV exposure followed by SAL 101 
[9] developing formed the cleaving lines.   
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After these steps, the wafer was lapped down to about 70 µm thick.  
Devices were cleaved, mounted onto copper bars with silver epoxy.  Thin film 
resistors were fabricated as load termination.  For the devices loaded with thin film 
resistors, the resistors were also mounted on the copper bars, and were connected to 
the modulator output ports with ribbon bonding.   

5.2.2 Thin film resistor fabrication 

The thin film resistors were made on aluminum nitride substrates [10].  
Resistive material TeN was pre-deposited by the AlN substrate manufacturer.  The 
left part of Fig. 5.7 shows the material structure of the AlN substrate.  The 
resistivity of the TeN layer was 50 Ω/square.   

The resistor was designed to have 50 Ω transmission feed lines.  The thin 
film region was designed to be large (200 µm wide, 200 ~ 330 µm long) in order to 
handle high bias DC current.   

Au
TiW

TeN

AlN substrate

TiW/TeN

Au

 

Fig. 5.7 Material structure of AlN substrate used for making thin film resistors 
and the top view structure of the resistor. 

 
There were two mask layers for the thin film resistor.  The first layer etched 

away the isolation region and the second defined the thin film region.   
The top gold layer was etched with Technic Strip Cyanide gold etchant 

(lethal when mixed with acid, avoid any acid!).  TiW was etched with 40oC straight 
H2O2, while TeN was etched with H3NO4:HF = 3:1 solution.  Testing structures on 
the mask were used to determine whether specific layer was etched through by 
measuring the resistance during the etching process.  
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The thin film region was designed to have partial TiW left on, in order to 
reduce the resistivity of the film.  This will allow a bigger film size for the same 
resistance.  Resistance measurements were performed between TiW etch steps to 
ensure the resistance end up with the designed value. 

5.2.3 Anti-reflection coating 

For some devices, anti-reflection coating was done in order to reduce the 
facet optical reflection.  The film was a single layer quarter-wavelength SiO.  The 
refractive index of evaporated SiO film was about 1.8~2, resulting in a quarter 
wavelength of about 200 nm for operation wavelength near 1.55 µm.   

It was found that the devices typically had about 3-dB insertion loss 
reduction from fiber to fiber after being AR coated.  

5.3 Device characterization 

The device measurement setup was described in Appendix E.  Here we only 
present the results. 

5.3.1 Transmission-voltage characteristics 

Fig. 5.8 shows the fiber-to-fiber optical transmission versus reverse bias 
voltage for several wavelengths and for TE and TM polarization states.  The device 
length was 300 µm, and the ridge width was 2 µm.  These curves were taken 
without anti-reflection coating on the facets.  With TE polarization, the drive 
voltage for 10-dB extinction ratio was 0.8 V and it was 1.2 V for a 20-dB 
extinction ratio at 1550 nm.  The device showed little dependence on polarization 
due to the strained quantum well design as described in Chapter 2 Section 2.4.  The 
drive voltage for 20-dB extinction ratio was 1.28 V for TM polarization.   
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Fig. 5.8 Fiber-to-fiber transmission versus reverse bias voltage for several 

wavelengths and for TE and TM polarization states.  The facet was 
without anti-reflection coating. 

 

5.3.2 Straight waveguide microwave characteristics 

Microwave port-to-port S parameter measurement was first made to 
understand the electrical wave propagation characteristics.   

Straight waveguide section was measured to study the characteristics of the 
device without feed lines.  Pico probes were used to probe the two ends of the 
straight waveguide.  A 50 GHz HP network analyzer was used to accurately 
measure the response up to 50 GHz.  The bias voltage was 0 V (no bias). 

S parameters were measured with the network analyzer.  Following is the 
derivation showing how to obtain the characteristic impedance and the propagation 
constant from the S parameters [11, 12].   

The ABCD matrix can be related to the S parameters by [11, 12] 
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where Z0R is reference impedance of the measurement system which is 50 Ω in this 
work.  

On the other hand, the ABCD matrix of a lossy transmission line is 
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where  is the characteristic impedance of the line, γ=α+jβ is the propagation 
constant, and l is the length of the waveguide.   

0Z

Therefore the characteristic impedance and the propagation constant are 

C
BZ =0 ,  (5.5)  
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where Eq. 5.6 has double values, the physical meaningful value of γ is the one with 
positive α.  

The phase velocity of the microwave is 

β
ω=phv .  (5.7)  

Fig. 5.9 shows the characteristic impedance as a function of frequency for 
device ridge widths of 2.0 and 3.3 µm.  Solid lines are for the measurement and 
dashed lines are for the simulation.  The characteristic impedance of a 2.0 µm 
device was about 20 Ω for the frequency range of 10~40 GHz, while it was about 
17 Ω for the 3.3 µm ridge device.   
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Fig. 5.9 Characteristic impedance of straight waveguides with different ridge widths.  Solid 

curves: measurement, dashed curves: simulation. 
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Fig. 5.10 Microwave field attenuation constant of straight waveguides with different ridge widths.  

Solid curves: measurement, dashed curves: simulation. 
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Fig. 5.11 Phase velocity of straight waveguides with different ridge widths.  Solid curves: 

measurement, dashed curves: simulation, top dashed straight line: predicted optical 
phase velocity. 

 
Fig. 5.10 shows the field attenuation constant as a function of frequency for 

device ridge widths of 2.0 and 3.3 µm.  As we can see from the figure, the theory 
agrees reasonably well with the measurement.  The discrepancy at low frequencies 
could be from the inaccuracy in modeling the actual metal impedance, because the 
quality of the evaporated gold may not be perfect in terms of conductivity, 
roughness and width variation.  The measurement shows that the field attenuation 
at 20 GHz is about 0.2-dB/100 µm for both ridge-width devices.  This means that 
the microwave power propagation loss through a 300-µm long device will be only 
1.2 dB.  At 50 GHz, the microwave power propagation loss through a 300-µm long 
device will be 3.0 dB for the 2.0-µm device, which means that 50 GHz device 
might be possible if there is no other loss sources, especially, the reflection loss.  

At 40 GHz, the field attenuation was 0.4 dB/100 µm, close to the value of 
0.43 dB/100 µm reported by Chiu et al [13].  Tauber et al reported a much higher 
field attenuation of 2.5 dB/100 µm, which could possibly come from a thinner 
intrinsic layer and a wider gap width [14]. 
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Fig. 5.11 shows the phase velocity of the microwave.  Together shown is 
the optical phase velocity predicted from the beam propagation method simulation, 
which suggested an optical effective index of 3.21 (Fig.2.15).  For the 2.0-µm 
device, the microwave phase velocity is 56~67% of that of the optical wave for the 
frequency range of 10~40 GHz.  

Straight-line waveguide measurements (Figs. 5.9-5.11) show that the 
equivalent circuit model is accurate for predicting the characteristics of the 
waveguide.   

5.3.3 Port-to-port device microwave response 

Microwave characterization was also performed with the full device with 
the input and the output feed lines. 

S
21

 (d
B

)

Frequency(GHz)

-8

-7

-6

-5

-4

-3

-2

-1

0

0 10 20 30 40 50

Length = 300 µm
400

500

600

 
Fig. 5.12 Microwave port-to-port S21 responses for 2.0-µm wide devices with different lengths.  

Dots: measurement, curves: prediction. 
 

Fig. 5.12 shows the microwave port-to-port S21 responses for devices with 
2.0-µm wide ridges but with different waveguide lengths.  The dots in the figure 
represent the measurement while the curves are simulations.  
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Devices with different lengths and widths were measured and the 
microwave loss at 20 GHz is shown in Fig. 5.13.  The microwave port-to-port loss 
at 20 GHz is about 2.7 dB for a 300-µm long device.  From Fig. 5.10 we know the 
propagation loss is about 1.2 dB.  So there is an extra loss of 1.5 dB coming from 
other sources.   
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Fig. 5.13 Measured microwave port-to-port loss at 20 GHz for different device lengths and widths. 
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Fig. 5.14 Measured S21 and S11 responses of a comparison sample that has the same electrode 

structure as the 2-µm wide, 300-µm long device, except that it was fabricated all on 
semi-insulating InP substrate. 
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In order to verify if the feed lines could contribute to a large microwave loss 
comparison structures were fabricated together with the real devices.  These test 
structures had the same electrode structure as for the real device except that it was 
made all on top of semi-insulating substrate.  Fig. 5.14 shows the S21 and S11 of 
such a test structure that had the same electrode structure as the 2- µm wide, 300-
 µm long devices.  A transmission loss of about 0.3 dB was observed at 20 GHz.  
This is the total loss of the feed lines and the waveguide region.  Therefore the 
impedance mismatch induced reflection loss in the real device could be as large as 
1.2 dB.  This is a rather large loss compared to the propagation loss of 1.2 dB.  This 
suggests that impedance matching is equally or even more important than reducing 
propagation loss in the waveguide region. 
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Fig. 5.15 Port-to-port S11 responses for 2.0-µm wide devices with different lengths. Left: 

measurement; right: simulation 

Fig. 5.15 shows the port-to-port electrical S11 responses for 2- µm wide 
devices with different lengths.  We can clearly see reflection reduction at some high 
frequencies.  As verified by simple calculation, this was due to the cancellation of 
reflections from the input port and from the waveguide to the output feed line 
junction.  As shown in Fig. 3.27, since the input contact pad has an impedance 
smaller than 50 Ω, there will be a negative reflection from this point; on the other 
hand, there will be a positive reflection from the waveguide to the output feed line 
junction.  At frequencies when the round trip phase shift is 2π, these two reflections 
will cancel each other.  The right part of Fig. 5.15 shows the simulation result 
based on the theory discussed in Chapter 3.  A fairly good agreement is seen, 
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especially at low frequencies.  The reason why the simulated resonant frequency is 
higher could be because the effective feed line length is longer than the straight 
distance from the contact pad to the waveguide (Fig. 4.8), which is used in the 
simulation.  It should be noted that this reflection cancellation effect is a proof of 
distributed effect in the structure. 

5.3.4 E-O response 

Fig. 5.16 shows the normalized overall electrical-to-optical responses for a 
300-µm long, 2-µm wide device under different terminations.  The dots are for the 
measurements and the curves are for the theoretical calculations.  Without any load 
termination, the 3-dBe bandwidth was about 10.7 GHz.  It increased to 18 GHz 
with a 50 Ω termination from the output cascade probe.  When a thin film resistor 
with impedance of 35 Ω was used to terminate the output port via a ribbon bond, 
the bandwidth exceeded 20 GHz, the range of the HP Lightwave component 
network analyzer used.  An extrapolated bandwidth from the theoretical prediction 
was 24.7 GHz, yielding to a figure of merit of 17.2 GHz/V for this device.   

The key feature on the response curve with 35-Ω termination was the 
resonance peak, which was mainly caused by the microwave reflections at the load 
and the source ends and at the interfaces between the optical waveguide and the 
feed lines.  Because of the negative reflection at the load, the response at some 
frequencies was enhanced.  This effect was also observed in traveling-wave electro-
optic modulators [15]. 

The load impedance effect can be seen in Fig. 5.17, which shows the 
simulated optical signal output under small signal modulation with three different 
terminations.  Here, a Gaussian-shaped pulse with 2ln10=FWHMT  ps and an 
amplitude of 0.07 V was used as the modulation signal that superimposes on a dc 
bias level.   

Without any load termination, the output optical pulse profile showed 
multiple reflection structures that come from the interfaces between the optical 
waveguide and the feed line; and between the feed lines and the source/load.  These 
reflections had the same sign as the output signal because both the source and the 
load had higher impedance than the waveguide (characteristic impedance ~ 20 Ω) 
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and the feed line (characteristic impedance ~ 40-50 Ω, Fig. 3.27).  The reflections 
became much weaker when a 50-Ω termination was used. The reflection changes 
the sign when the load impedance was reduced to 35 Ω and canceled the reflection 
at the connections between the optical waveguide and the feed lines.  This 
cancellation in reflection caused a frequency response enhancement at high 
frequencies.   
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Fig. 5.16 Normalized electrical-to-optical response under different terminations.  Dots: 
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Fig. 5.17 Simulated output optical pulses with different load impedances under small signal 

modulation. 
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Fig. 5.18 Measured device capacitance for different ridge widths and lengths. 

5.3.5 Traveling-wave vs. lumped 

In order to verify if the traveling-wave electrode design improves the 
performance of the device, we measured the capacitance of the device.  The output 
feed line was cleaved off to avoid reflection from the output port.  HP network 
analyzer was used to measure the S11 parameter of the device.  The capacitance at 
low frequencies (e.g. < 10 GHz) was obtained by fitting the S11 parameter with 
lumped circuit model.  At low frequencies, the wavelength is much longer than the 
device length and the device can well be treated as a lumped element.  Fig. 5.18 
shows the capacitance as a function of device length for different device widths at 
zero bias.  A capacitance of 0.40 pF and a series resistance of 4.6 Ω were obtained 
for a 2.0 µm-wide and 300-µm long device under –1.7 V bias.  These values infer 
RC limited bandwidths of 7.3, 13.4 and 15.8 GHz for output termination with open, 
50 Ω and 32 Ω.  All of these RC-limited bandwidths are smaller than the actual 
measured bandwidths of 10.7, 18.0, and 24.7 GHz.  This suggests that the traveling 
wave electrode does improve the bandwidth of the device. 
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Fig. 5.19 Microwave port-to-port S21 response for a 2.0-µm wide, 300-µm 
long device.  Dots: measured, curves: simulations. 

Fig. 5.19 shows the microwave port-to-port S21 response for a 2.0-µm wide, 
300 –µm long device.  The dots are for the measurement, while the two curves are 
for predictions with traveling model and lumped model.  Here a series resistance of 
4.6 Ω and a junction capacitance of 0.4 pF are used for the lumped model 
calculation.  The lumped device is imaginary put under a two-port test condition to 
evaluate the S21 response.  We can see that the hybrid-coplanar waveguide model 
agrees well with the measurement.  The measurement shows a significant 
improvement over the lumped case.  The 3 dB bandwidths are 13.7, 22.6, and 23.3 
GHz for lumped model prediction, for measurement, and for CPW model 
prediction.  This corresponds to a 3-dB bandwidth improvement of 66% for the 
actual device compared to its lumped equivalent.  This is a proof that the traveling-
wave electrode does have significant improvement for the bandwidth of the device.   

5.3.6. Power saturation 

The absorption of modulator depends on the input optical power.  With a 
small input optical signal excitation, the output optical power is linearly dependent 
on the input power.  The output power to input power ratio is a constant.  On the 
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other hand, if the input optical power is big enough such that it is close to or higher 
than the saturation power of the modulator, the absorption will most likely decrease 
with increased optical power, leading to nonlinear optical transmission.  Power 
saturation will result in a decrease of modulation efficiency and a degraded 
switching speed. 

Power saturation arises from the fact that at high input power levels the 
photo-generated electron or hole will build up in the quantum well, causing hole 
pile-up [16, 17], band filling [18, 19] and electric field screening [3, 20].  Hole pile-
up is due to the large number of photogenerated holes trapped at the valence band 
discontinuity of the heterointerfaces in the depletion region.  The accumulation of 
trapped holes induces a large potential drop at the heterointerface, thus reduces the 
electric field of the other region and causes the waveguide to become more 
transparent.  Band filling effect is specifically for MQW devices and it happens 
when all the exciton states, or the bottom of the conduction band are filled, 
therefore prevents further photon absorption.  The field screening effect is due to 
the large amount of space charge generated in the waveguide by the 
electroabsorption process, which instantly produces an internal electric field that 
screens out the applied bias.  This field screening can be due to purely hole 
accumulation [20] or the accumulation of both electrons and holes [3, 21].   

Fig. 5.20 shows the output optical power as a function of the input optical 
power under different bias voltages for a 2-µm wide, 300-µm long device.   

For an ideal modulator with infinite saturation power, the curve should be a 
straight line with a slope of unity.  Fig. 5.20 shows that TE and TM polarization 
lights have different saturation performance, with TM polarization light having a 
higher saturation power.  This is in agreement with the prediction, since only light 
hole participates in the absorption of TM light, while heavy hole dominates in the 
absorption of TE polarization light.  The larger effective mass for the heavy hole 
causes a more significant hole accumulation in the depletion region.  Both figures 
reveal a linearity improvement at high biases due to the reduction of carrier sweep 
out time, hence the reduction of the accumulated carrier density. 
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(b) 

Fig. 5.20 Optical power in the output fiber versus optical power in the input 
fiber for several bias voltages for (a) TE and (b) TM polarization 
states.  The light wavelength was 1542 nm.  

Fig. 5.21 shows the frequency response of such a device under different 
input power levels.  Power saturation does not seem to affect the response at high 
frequencies, however, we start to see a response tail at low frequencies, which was 
partially due to the saturation of the photodetector of the network analyzer.  Here 
the bias voltages were adjusted for maximum E-O response corresponding to the 
input power.  
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Fig. 5.21 E-O response for TE polarization light under different input optical 

power levels.  The optical wavelength was 1542 nm.  

Based on calculation, the valence bandgap offset for the heavy hole is about 
164 meV between the well and the barrier, while it is about 147 meV between the 
barrier and the InP-cladding layer.  Both interfaces could cause carrier-trapping 
effect and reduce the saturation power.  Similar situation exists for the electron and 
the light hole.  A graded interface between the cladding layer and the barriers 
should improve the power saturation.  

5.4 Discussion and Summary 

In this chapter, the design and fabrication of traveling-wave 
electroabsorption modulators with MOCVD grown InGaAsP/InGaAsP MQWs are 
discussed.  Polarization insensitive operation has been achieved with bandgap 
engineering.  For a 2-µm wide, 300-µm long device, drive voltages of 0.8 V and 
1.2 V have been obtained for extinction ratios of 10 dB and 20 dB. 

Significant bandwidth improvement is observed over the MBE grown 
devices due to the reduction of capacitance and more favorable material property.  
The speed of the device is limited by the microwave loss at high frequencies.  As 
verified experimentally, microwave propagation and reflection losses are both 
important and should be taken into account in the design.  Electrical-to-optical 
response is demonstrated to depend on the termination at the output port.  A 3-dB 
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bandwidth of 24.7 GHz has been obtained by terminating the device with a 35-Ω 
thin film resistor, resulting in a bandwidth-voltage efficiency of 17.2 GHz/V.   

There are at least three evidences of the distributed effect with these 
devices.  Firstly, reflection cancellation effect was observed on the port-to-port S11 
response.  Secondly, with a 35 Ω thin-film resistor termination, an enhancement of 
EO response at high frequencies was observed. It was verified numerically that 
constructive reflection between the device and the load was the reason for the 
response improvement at high frequencies. Thirdly, compared to the lumped device 
with the same total capacitance, the traveling-wave device showed an S21 
bandwidth improvement of over 60%.  It should also be noted that for these three 
effects, the measurement results were all in agreement with the simulation based on 
transmission line model. 
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CHAPTER 6 

Transmission Experiments 

 
 The previous two chapters have emphasized on the performance of the 
device itself.  We have demonstrated that by utilizing traveling-wave electrode 
structures, the bandwidth of the modulator can be improved.  Hence it is possible to 
achieve both high speed and low drive voltage operation.  However, the ultimate 
evaluation of the performance is the actual application on real fiber-optic 
transmission systems.  In this chapter, I will emphasis on the system performance 
using these traveling wave electroabsorption modulators.  Issues such as insertion 
loss, modulation bandwidth, extinction ratio, and chirping will be examined on 
their effect on the system performance.   
 All of the transmission experiments discussed here are done with MOCVD 
grown InGaAsP/InGaAsP modulators [1-3].  
 The devices were all mounted on copper bars, terminated with thin film 
resistors that had DC resistances of about 35 Ω.  The devices were all 2.0-µm wide, 
300-µm long.  Cascade probe [4] was used to apply microwave signal. 
 

6.1 Device characteristics 

 The device described in Fig. 5.8 had a fairly large on-state propagation loss 
at 1542 nm, which was the wavelength we used in our transmission experiments.  
In order to reduce the insertion loss, the device used for the transmission 
experiment was from a different batch of MOCVD wafer, which had a shorter QW 
PL wavelength (1476 ~ 1480 nm).  This larger wavelength detuning led to a wider 
flat transmission region compared to the one shown in Fig. 5.9.  Fig. 6.1 shows the 
fiber-to-fiber transmission characteristics measured with an input optical power of 
2.2 mW.  The device was anti-reflection coated with SiO.   
 The device had similar frequency response as Fig. 5.16.  Fig. 6.2 shows the 
electrical-to-optical frequency response of the modulator for the transmission 
experiment.  At low bias voltages, the bandwidth was smaller because the active 
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region was not fully depleted and contributed to a larger capacitance.  Oscillation 
was seen at low biases, due to the resonance between the load and the probe. 
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Fig. 6.1 Fiber-to-fiber transmission versus reverse bias voltage for TE and TM polarization 
states.  The input optical power during the measurement was 2.2 mW.   
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Fig. 6.2 E-O responses under different biases. 
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6.2 Transmission experiments at 10 Gbit/s 

 The transmission experiment was first carried out at 10 Gbit/s.  Fig. 6.3 
shows the schematic diagram of the experiment set-up.  10 Gbit/s pseudo-random 
bit sequence (PRBS) with a pattern length of 231-1 was generated from a pattern 
generator.  This signal was amplified using a broadband amplifier.  An output 
amplitude of about 1.6 Vp-p was applied onto the modulator.  A DFB laser 
operating at 1542 nm followed by a polarization controller was used as the light 
source into the modulator.  The input power to the modulator was 2.2 mW.  The 
modulator had an insertion loss of about 16 dB at the bias point of –2.0 V.   
 An erbium-doped fiber amplifier (EDFA) increased the modulated optical 
signal before launching into 150 km of dispersion-shifted fiber (DSF) with a mean 
dispersion parameter of –0.93 ps/(nm-km).   

At the receiver end, an optical attenuator was used to adjust the received 
optical power.  An EDFA (with a noise figure of 7 dB) followed by a 0.6 nm 
optical filter was used as an optical preamplifier into the packaged receiver with a 
commercial 10 GHz-bandwidth receiver [5].  The receiver output signal was 
amplified by an electrical amplifier and then filtered by a low-pass baseband filter 
to reduce the noise.  The bit error rate tester evaluated the error of the signal.  Eye 
diagram was displayed after the baseband filter.  
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10 Gb/s Data
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driver
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150 km DSF
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Optical
pre-amp
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Amplifier
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EA MOD

2.2 mW

Optical path

Electrical path  

Fig. 6.3 Schematic diagram of 10 Gbit/s transmission experiment set-up. 
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Fig. 6.4 shows the eye diagrams at back-to-back transmission (0 km) and 
after transmitting through 150-km dispersion shifted fiber.  Clean open eyes were 
obtained at both cases.  An improvement was seen in the eyes after 150-km 
transmission due to the constructive interplay between the positive chirp of the 
modulator and the slightly negative dispersion of the fiber.   

0 km

150 km DSF

 
Fig. 6.4 Eye diagrams for (top) back-to-back and (bottom) 150-km DSF transmissions. 
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Fig. 6.5 Bit error rate versus received average power for 10 Gbit/s transmissions. 
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Fig. 6.5 shows the bit error rate (BER) performance of the system for back-
to-back and over 150 km of dispersion shifted fiber.  In the back-to-back 
measurements, error free operation and a sensitivity of –31.2 dBm for bit error rate 
of 10-9 was achieved for both the TM and the TE polarization states without 
changing the operation conditions of the modulator.  This clearly indicated that the 
EA modulator is a polarization-insensitive device.  An improved sensitivity of –
32.8 dBm was achieved after 150 km DSF transmission, in agreement with the eye 
diagram improvement.  

Transmission experiments over non-dispersion shifted fiber were also 
performed.  Fig. 6.6 shows the eye diagram after transmission over 25-km standard 
single mode fiber.  As can be seen, the eye was degraded by the dispersion of the 
fiber.   

25 km SMF

 

Fig. 6.6 Eye diagram after transmission over 25 km of standard single mode fiber. 
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Fig. 6.7 Simulated eye diagram after transmission over 25 km of standard single-mode fiber 
[6]. 
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A computer program was written to numerically simulate the system 

performance [6, 7].  Fig. 6.7 shows the simulated eye diagram when a linewidth 
enhancement factor of 1.2 was used for the modulator.  As we can see, the 
simulation agreed well with the measurement, suggesting that the linewidth 
enhancement factor of the modulator was around 1.2.  Further study of the chirping 
effect of the modulator will be shown in Section 6.3. 

The error free operation at the pattern length of 231-1 suggested that the 
modulator had no low frequency problem.  

 

6.3 Transmission experiments at 30 Gbit/s 

 Fig. 6.8 shows the schematic diagram of the 30 Gbit/s experiment set-up. 
The 30 Gbit/s NRZ electrical signal was generated by multiplexing four 7.5 Gbit/s 
27-1 PRBS using a 4:1 multiplexer (MUX) [8].  The pattern length was limited by 
the receiver electronics. An output amplitude of 1.6 Vp-p (on the modulator), 
generated using a broadband amplifier, was applied to the EA modulator via a 
high-speed probe.  

1:4 DMUX
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driver

Booster
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50 km DSF
ATT.
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Amplifier
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Clock-
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Optical path
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Fig. 6.8 Schematic diagram of the 30 Gbit/s transmission experiment set-up. 
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At the receiver end, a packaged receiver with 30 GHz bandwidth [9] 

followed by an amplifier was used to convert the signal.  The amplified signal was 
electrically demultiplexed.  The high-speed signal was fed into a 30 Gbit/s 1:4 
demultiplexer (DMUX) and a clock recovery circuit (CRC) [8].  A 15 GHz 
voltage-controlled oscillator was phase locked to the 30 Gbit/s data.  The output 
voltage swing of 300 mVp-p at 7.5 Gbit/s from the DMUX was fed into the bit-error 
rate tester.  Bit-error rate (BER) measurements in a back-to-back measurement 
showed that there was only 0.3 dB receiver sensitivity degradation with the CRC 
operating compared to using a clock signal directly from a synthesizer (Fig. 6.10).   

(a ) 30 Gbit /s signal a fter  MUX

30 Gbit /s
H: 13ps/div

(b) 0km, before DMUX

(c) 51 km, before DMUX

(d) 51 km, a fter  DMUX (top)

30 Gbit /s

30 Gbit /s

7.5 Gbit /s

30 Gbit /s
MUX outpu t

 

Fig. 6.9 30 Gbit/s eye diagrams of (a) the output signal from the 4:1 MUX, the received 
signal after transmission through (b) 0 km and (c) 51 km dispersion shifted fiber.  
The top half of Fig. (d) is the DMUX output after 51-km transmission, and the 
bottom half is the MUX output. 

Fig. 6.9 shows (a) the 30 Gbit/s output of the 4:1 MUX, (b) the received 30 
Gbit/s signal after back-to-back transmission, and (c) after transmission over 51 km 
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of DSF fiber (mean dispersion parameter of 0.16 ps/(nm-km)).  In the case of back-
to-back transmission, the booster EDFA was not used.  The extra noise on the eye 
diagram after the transmission is due to the booster EDFA (with a noise figure of 9 
dB).  No pulse shape degradation is observed after the transmission.  The top half 
of Fig. 6.9 (d) shows the DMUX output at 7.5 Gbit/s after 50 km of transmission. 

Fig. 6.10 shows the BER performance of the tranmissions.  An optical 
sensitivity of –20.2 dBm and –16.5 dBm were achieved for back-to-back and over 
51-km DSF transmission, respectively.  In the back-to-back measurement, the 
booster EDFA was not used and error-free operation was achieved.  However, a 3.7 
dB power penalty and an error-floor were observed in the fiber transmission using 
the booster EDFA (the input power to the booster EDFA was –18.3 dBm).  In a 
separate back-to-back measurement including the booster EDFA, the same power 
penalty and the error floor were observed (Fig. 6.10).  It was experimentally 
verified that the penalty and the error floor are due to the high noise-figure and the 
low input power into the booster EDFA.  The EA modulator insertion loss was 
approximately 16 dB at the bias point including the fiber coupling losses.  This was 
the major contributor to the low input power into the booster EDFA, and hence the 
lower system sensitivity.  This was verified that when devices without AR coating 
were used in the transmission experiment, the bit error rate performance could not 
be better than 10-9, even with back-to-back transmission.   
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Fig. 6.10 Bit error rate performance at 30 Gbit/s. 

No system degradation was observed when a device with slightly smaller 
bandwidth was used.  This confirms that the bandwidth was not the limiting factor. 

 

6.4 Chirp characteristics 

The chirp parameter, also called linewidth enhancement factor in lasers, α, 
is defined as [10] 

k
n

∂
∂=α , (6.1) 

where, n and k are, respectively, the real and imaginary parts of the modal 
index of the electroabsorption waveguide.   

In lasers, it is given by [11] 
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n

∂
∂
∂
∂

−=α , (6.2) 

where, g is the modal gain and N is the carrier density.   
In the 10 Gbit/s transmission experiment, a chirp parameter of about 1.2 

was obtained by comparing the eye diagram with numerical simulation.  It will be 
desirable to measure the chirp factor directly.   

We investigated the chirp parameter using the fiber response peak method 
proposed by Devaux [12].  This is based on the fact that the response of the fiber 
will have zeros, whose frequencies relate to the chirp of the light source. 

The frequency response of the fiber can be expressed as 



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
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
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22
2

0 απλα
c
DLfmII f , (6.3) 

where  
I0 is the average optical power, 
m is the modulation depth, 
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D is the dispersion of the fiber, 
L is the length of the fiber, 
c is the speed of light in vacuum. 

There are resonance frequencies at which the response goes to zero.  Each 
resonance frequency fu corresponds to the uth-zeros of the response curve.  







 −+= )arctan(221

2 2
2 α

πλ
u

D
cLfu , (6.4) 

where u=0,1,2, … is the order of the resonance frequency. 
The experiment was done using HP 8703 Lightwave Component Network 

Analyzer.  To cancel the response of the modulator, a calibration measurement was 
first performed by recording the frequency response curve of the whole link 
without the dispersive fiber.  Then an 87.563-km standard single mode fiber 
(dispersion zero wavelength at 1.31 µm) frequency response was measured and 
then divided by the reference curve.  An EDFA was insert before the fiber to 
amplify the signal.   

Fig. 6.11 shows a typical frequency response of the fiber.  The resonance 
frequencies were then obtained from this curve.  Then  was plotted as a 
function of 2u.  A linear fit allows us to find the chirp parameter and the dispersion 
of the fiber. 
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Fig. 6.11 Typical frequency response of an 87.563-km standard single mode fiber. 
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Fig. 6.12 Resonance frequencies squared (from Fig. 6.11) times fiber length versus two times the 
order of the resonance. Linear interpolation allows finding the chirp parameter and the 
dispersion from Eq. 6.2. The light wavelength was 1548 nm, and the modulator bias 
voltage was -2.0 V 

 

Fig. 6.13 shows the chirp parameter of the modulator versus reverse bias at 
a wavelength of 1542 nm.  Generally, the linewidth enhancement factor drops as 
the bias increases, because increase in bias will cause the absorption to shift to 
longer wavelength.  A chirp factor of 1.2 was obtained from the curve at a bias of 
2.0 V, in agreement with the eye diagram simulation. 

Fig. 6.14 shows the chirp parameter and fiber dispersion versus wavelength 
for a bias voltage of –2.0 V.  The chirp parameter decreases as the light wavelength 
decreases.   

Both Figs. 6.13 and 6.14 show that when the pre-bias insertion loss gets 
larger, the chirp parameter gets smaller (ignoring the spike in Fig. 6.13).  This can 
be understood with the help of Fig. 6.15 (a-c).  Figure (a) shows the typical 
absorption spectra of the quantum well for on state, bias state, and off state.  Here 
we assume the modulator is pre-biased at Vb and the voltage swing will generate 
the absorption curves for on and off states as shown in the figure.  Figure (b) 
schematically plots the absorption change relative to the on state.  Based on the 
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Kramers-Kronig relationship, the index change relative to the on state is plotted in 
figure (c) [13]. 
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Fig. 6.13 Chirp factor as a function of reverse bias at a wavelength of 1542 nm. 
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Fig. 6.14 Linewidth enhancement factor and fiber dispersion versus wavelength.  The bias 
voltage to the modulator was -2.0 V. 

To simplify, let’s assume the transition from on state to off state is infinitely 
short in time, then there is only two states, on state and off state.  The chirp can be 
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fully defined by only considering the refractive index change for the off state.  
There are three different chirp behavior regions as shown in the figure.   

In region I, the decrease of wavelength will cause the increase of chirp in 
the off state, because the refractive index difference of the off state increases.  As 
the wavelength keeps decreasing in region II, the chirp decreases to zero.  This is 
the region that most of the modulators operate.  At the boundary between region I 
and region II, the chirp reaches a maximum.  When wavelength decreases to region 
III, the chirp becomes negative.   

When the operation wavelength gets shorter, the loss becomes larger.  This 
is equivalent to the increase of bias voltage.  In the latter case, the operation 
wavelength is set, but the absorption curves move to longer wavelengths as bias 
increases.  These therefore explain the reason for chirp increase at some voltage 
region and then decrease at higher voltage region as voltage increases (Fig. 6.13).   
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Fig. 6.15 (a) electroabsorption spectra for several applied biases; (b) absorption change 
relative to the on state; (c) refractive index change governed by Kramers-Kronig 
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relationship for two different drive biases.  The arrows represent the position of the 
operation wavelength λop.  

The previous argument is based on the assumption that there are only two 
states; however, the actual signal will always have a finite rise and fall time 
therefore intermediate states exist.  In this case, the chirp behavior will be more 
complicated.  Let’s consider when the operation wavelength decreases from long 
wavelength and consider a voltage swing from off state to on state (leading edge).  
In region I, the chirp monotonically decreases from positive (off-state, high bias) to 
the intermediate state, and then to zero (on state, zero bias).  In region II, it starts 
with positive, first increases then decreases back to zero.  In region III, it increases 
from negative chirp to positive chirp and then back to zero.  An effective chirp 
parameter is needed [14] to consider the overall chirp effect.  

Even though the existance of intermediate states makes the chirp 
complicated, it is still true that a smaller wavelength detuning will reduce the chirp 
at the operation wavelength as long as the operation wavelength falls in region II; 
however, this is at the expense of increasing loss.   

Based on these arguments, we conclude that the detuning of the current 
device is too large, which causes the chirp to have a peaking region on the chirp ~ 
voltage plot.  

 

6.5 Discussion  

The successful operation of the modulator at 10 Gbit/s and 30 Gbit/s 
demonstrates the advantage of TEAMs in high speed and low drive voltage 
applications.  However, several issues still need to be solved in order for real 
system application. 

As mentioned in the 30 Gbit/s experiment, the optical insertion loss for the 
current device is the biggest problem that needs to be solved.  Because of the large 
insertion loss (about 16 dB at the bias point), the output optical signal is rather 
weak, which causes power penalty after EDFA amplification.  An improved 
coupling scheme such as employing higher numerical lens or coupling-efficient 
lensed fiber should be developed.  Another possible solution is to re-design the 
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waveguide structure such that the lateral mode size is larger.  However this will 
usually reduce the optical confinement factor and increase the drive voltage.   

Another possible limiting factor is the on-off ratio at high frequency 
modulation.  From Fig. 6.1, the on-off ratio was 18 dB with a DC swing of 1.6 V at 
a bias of –2.0 V.  The extinction ratio will cause a power penalty of [15] 
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The extinction ratio ER is defined as the ratio of low level optical power to 
high level optical power.  Based on this, an 18-dB extinction ratio will cause a 
power penalty of 0.14 dB. 

However, the modulation efficiency will be smaller because of the 
microwave reflection and propagation loss.  Assume a microwave power reduction 
of 3 dB at high frequencies, then the Vpp becomes 1.13 V.  The extinction ratio will 
then be 10.5 dB, corresponding to a power penalty of 0.77 dB.  From this, we 
conclude that the extinction penalty should not be the dominant factor. 

One way to increase the output optical power is to increase the power 
saturation such that larger optical power can be launched into the device.  As 
mentioned in Chapter 5, bandgap grading so as to reduce carrier blocking effect at 
the interfaces between the cladding layers and the quantum well region will 
improve the power handling.  

The chirp parameter is still high for long distance standard single-mode 
fiber transmission.  Both reducing the wavelength detuning and increasing the 
quantum well thickness will help reduce the chirp parameter.   

 

6.6 Summary 

In summary, first successful fiber optic transmission using traveling-wave 
electroabsorption modulator has been demonstrated at 10 Gbit/s and 30 Gbit/s.  For 
the 10 Gbit/s transmission, error free operation was achieved with a 10-9 BER 
sensitivity of –32.8 dBm after 150-km dispersion shift fiber transmission.  For the 
30 Gbit/s transmission experiment BER better than 10-9 was achieved with a 
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receiver sensitivity of –16.5 dBm after 51-km dispersion shift fiber transmission.  
Chirp performance and mechanism are discussed. 
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CHAPTER 7 

Summary and Future Work 

7.1 Summary 

The motivation for developing a distributed electroabsorption modulator 
arises from the limitations on conventional lumped-element EA modulators, in 
which, the total RC time constant limits the maximum device length for achieving 
high speed operation.  The proposed traveling-wave electrode configuration is 
designed to support microwave propagation on the device structure with 
characteristic impedance matched to the load, therefore minimize the reflection 
within the device and overcome the lumped RC bandwidth limitation.  The 
following is a brief summary of the results reported in Chapters 2 through 6. 

Chapter 2 presented the design of the material and optical waveguide 
structures focusing on achieving polarization insensitivity and low drive voltage 
operation.  Wider quantum wells were found to improve the quantum confined 
Stark shift rate and to reduce the drive voltage of the device.  Polarization 
independent design with tensile strained quantum wells was discussed.  This 
chapter also discussed the optical waveguide design using simulation software 
based on 3-D beam propagation method and 2-D slab waveguide mode calculation. 
The coupling efficiency to the single mode optical fiber was investigated. 

In chapter 3, an equivalent circuit model for TEAMs was presented.  Based 
on the equivalent circuit model, the effects of structure parameters on the 
characteristic impedance, microwave attenuation constant and electrical-to-
electrical transmission (S21) were predicted.  Design rules for achieving low 
microwave loss are given.  Optimum material and device structure parameters are 
determined based on the overall electrical-to-electrical and electrical-to-optical 
responses.  These material and device structure parameters include waveguide ridge 
width, intrinsic layer thickness, metal thickness, metal width, coplanar waveguide 
gap width, n-conducting layer thickness/resistivity, p-conducting layer resistivity, 
and side wall angle.  The linear width tapering was found to be better than the 
triangular and exponential tapering for the feed lines. 
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Chapter 4 discussed the fabrication and measurement results of devices 
made of MBE grown InGaAs/InAlAs materials.  A 3-dBe bandwidth of 12 GHz 
and a 20-dB extinction-ratio drive voltage of 2.7 V were achieved.  Microwave 
measurements were found to agree well with the transmission line model.  The 
angled side wall was found to be the main reason for limiting the device speed.   

Chapter 5 discussed the fabrication and measurement results of devices 
made of MOCVD grown InGaAsP/InGaAsP materials.  Polarization-insensitivity, a 
20-dB extinction-ratio drive voltage of 1.2 V and a 3-dBe bandwidth of 25 GHz 
were achieved, yielding to a figure of merit among the best ever reported.  
Measurements on both the straight waveguides and the full devices supported the 
theory presented in Chapter 3.  The traveling-wave electrode structure was verified 
to improve the device speed. 

Chapter 6 presented the first successful fiber optic transmission using 
traveling-wave electroabsorption modulators at 10 Gbit/s and 30 Gbit/s.  A 
transmission distance over 50-km dispersion shifted fiber was demonstrated.  The 
large insertion loss, which caused the signal-to-noise-ratio reduction, was found to 
be the main limiting factor for the power penalty.  The chirp characteristic and the 
method to improve it were also discussed. 

7.2 Suggestions for future work 

 The future work can be summarized as to improve device performance and 
to study new applications using the unique characteristics of the modulator.  The 
improvement on the performance can be considered from these four aspects: 
bandwidth, insertion loss, chirp and power saturation. 

7.2.1 Improved bandwidth 

 The bandwidth of the device is limited by the microwave loss from the 
propagation loss and impedance mismatch induced reflection loss.  Chapter 3 
suggests that the most efficient method to increase the bandwidth is to use a 
narrower ridge and to increase the intrinsic layer thickness.  However, the first will 
increase the insertion loss while the second will increase the drive voltage.  None of 
them should be changed much from their current values.   
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 Currently, the p-metal is made with two evaporation steps for greater 
thickness.  This process caused a wider metal width than the ridge width (Fig. 
3.11), which could reduce the bandwidth of the device by about 8 GHz according 
to Fig. 3.19 (c).  A self-aligned single step evaporation should therefore improve 
the bandwidth of the device. 
 Besides this, however, there are at least two more efficient ways to improve 
the bandwidth of the device: by waveguide ion-implantation and load matching.   

 H+ ion implantation

 
Fig. 7.1 Ion implantation to reduce extra capacitance at the feed-line-to-waveguide junction. 

 Fig. 7.1 shows the close-up SEM picture of the feed-line-to-waveguide 
junction region.  As it can be seen, there is a 20~30 µm long waveguide section 
protruding outside of the coplanar waveguide region.  This will serve as a lumped 
capacitor loading on the CPW line.  Considering that the other end of the 
waveguide will also have a ‘lumped’ waveguide section, the total length of the 
lumped section is 40-50 µm.  Up to date, lumped element electroabsorption 
modulators have been demonstrated to have a bandwidth of 38-50 GHz with a 
waveguide length of 63-120 µm [1-4].  Therefore, the lumped waveguide section 
could significantly limit the bandwidth of the device.  Also, the sharp angle at the 
connection region will cause extra capacitance.  By ion-implantation of this region 
to render the p-cladding layer to semi-insulating, these extra capacitances can be 
reduced greatly.   
 The minimum device length is now limited by the contact pad size.  Ion 
implantation can effectively reduce the active region length and should improve the 
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bandwidth of the device [3, 5]; however, this is at the price of reducing the 
extinction ratio. 

The second method is to match the waveguide with an optimized load to 
reduce the reflection from the load.  Fig. 7.2 shows the measured electrical S11 
response of the device used for the transmission experiment.  We can see that the 
reflection is rather high at frequencies around 20 GHz.  At higher frequencies, the 
reflection is lower due to the reflection cancellation as discussed in Chapter 5 
Section 5.3.3.  Compared to Fig. 5.10, we can observe an improvement in S11 
response at high frequencies, but not quite much at low frequencies.  Fig. 7.3 shows 
the impedance of the thin-film resistor.  It’s not a pure resistor at high frequencies. 
It is inductive for frequencies lower than 36 GHz, while it becomes capacitive at 
higher frequencies.   

The bandwidth should be able to be improved with a proper load design, 
e.g., by using RLC or transmission line matching circuits.  The measured two port 
S parameters of the devices (Figs. 5.12 and 5.15) should be used in the design to 
find the optimum load. 
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Fig. 7.2 Measured S11 response of a device loaded with a 35 Ω thin-film resistor.  Device length: 

300 µm, width 2 µm. 
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Fig. 7.3 Impedance of a fabricated thin-film resistor.  The frequency separation between adjacent 
two dots is 5 GHz. 

7.2.2 Improved insertion loss 

 As discussed in Chapter 6, it was found that the high insertion loss was one 
of the main reasons for causing the large power penalty in the 30 Gbit/s 
transmission experiment.  Therefore improving the insertion loss is the most 
important task.   
 As discussed in Chapter 2, using either a wider waveguide or a thinner 
guiding layer will improve the coupling efficiency (Fig. 2.20).  However, the first 
one will cause the reduction of bandwidth, while the second will reduce the optical 
confinement factor and hence increase the drive voltage.   
 One way to solve this dilemma is to integrate the modulators with 
semiconductor optical amplifiers (SOAs) [6].  Fig. 7.4 shows two different 
configurations, one with a single modulator section, and the other with two 
modulator sections.  Both of these structures can use the identical active layer that 
makes the fabrication simple [6]. 
 The advantage for the single modulator configuration is that the microwave 
application will be simple, while the disadvantage is that the extinction ratio could 
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be degraded by the output SOA if it is pumped too hard.  The input SOA can not be 
pumped too hard either since the modulator could be saturated.   
 The double-modulator configuration solves the problem that exists in the 
single-modulator configuration, however, it requires two modulation signals.  This 
can be obtained by electrically delaying the input microwave signal.   

Even though the double-modulator configuration requires a more 
complicated driving circuitry, it nevertheless can improve the bandwidth and 
overcome the velocity mismatch limitation for long devices.  On the other hand, 
special functionalities can be achieved by driving the modulator differently.  As an 
example, we can use the first modulator as a pulse generator and the second as the 
encoder [7].  

Since there are three SOAs, the two at the ends can be made shorter.  
Incorporating these two SOAs can expand the space for the ground pads of the 
modulators as well as providing optical gain.  

EAM SOASOA  EAM SOASOASOA EAM  
Fig. 7.4 Tandem of TEAMs and semiconductor optical amplifiers (SOA).  Left: with single TEAM, 
right: with two TEAMs. 

Another efficient way to reduce the insertion loss is to integrate the 
modulator with a DFB laser.  Special functionalities can also be achieved by 
integrating more than one modulator.  

7.2.3 Improved chirp characteristics 

 As discussed in Chapters 1 and 6 (Figs. 1.1, 6.13 and 6.14), the chirp 
parameter needs to be reduced for applications in long haul, high speed 
transmissions over standard single mode fibers.   
 As it has been discussed in Chapter 6 Section 6.4, a smaller wavelength 
detuning will reduce the chirp parameter.  Another way to reduce the chirp is to use 
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a wider quantum well because the refractive index change associated with the 
absorption coefficient change is smaller based on Kramers-Kronig relations [8].  
Furthermore, a thick quantum well can have effective absorption coefficient change 
even at small applied voltages as discussed in Chapter 2.  

7.2.4 Improved power saturation 

 The power saturation is dominated by the carrier trapping at the 
heterointerfaces, especially by the heavy-hole pile-up because of its much smaller 
mobility.  As mentioned in Chapter 5 Section 5.3.6, there is a rather high bandgap 
offset between the barrier and the InP cladding layer.  Using digital alloy grading 
layers at these interfaces will improve the evacuation rate and hence improve the 
power saturation.  Using a new material composition configuration to decrease the 
band offset between the well and the barrier will also improve the power saturation.  
However, the offset can not be too small because the quantum confined effect could 
be too weak. 

7.2.5 Packaging 

 
Fig. 7.5 A prototype package for the modulators [9]. 
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 Packaging is at many times even more important than fabricating the device 
itself.  A modulator can never be practically usable unless it is packaged.  Both the 
electrical connection and the optical connection need to be designed well to yield 
robust, high speed and low optical insertion loss operation.  A prototype package 
has been designed and fabricated (Fig. 7.5) [9].  This package was designed to have 
two K-connectors for microwave input and output.  Two pairs of optical lenses 
were used to couple light between the fibers and the modulator.  Coplanar 
transmission lines made on quartz are used to electrically connect the K-connectors 
and the device input/output ports [10].   
 This package was designed to have the load termination outside of the 
package, which could have the problem that the long connection line would 
complicate the design.  A new package design needs to move the load as close as 
possible to the device.  Also, a DC block will be preferred so that there is minimum 
temperature heat up.  An easier packaged optical coupling scheme, e.g., using 
conical shaped lensed fiber, should also be investigated. 

7.2.6 New applications 

 Other than being used as the external encoder for CW or mode-locked laser 
light, EA modulators can also be used in many other applications.  An interesting 
application is to use the modulator both as a photodetector and as a wavelength 
converter.  When the modulator is operating at saturation, the information-encoded 
high power optical signal will cause the change of absorption according to the 
signal waveform.  Therefore, a DC signal of another wavelength will see the loss 
variation corresponding to the patterned signal and hence be modulated.  
Simultaneously, photocurrent corresponding to the modulation signal is generated 
and can be used for clock recovery.  Optical regeneration for return-to-zero optical 
signal was demonstrated using these features [11]. 
 It should be noted that the second signal does not necessarily need to be a 
different wavelength from the information-bearing signal.  We can launch them 
from opposite directions and separate them by an isolator.  This therefore makes 
the modulator an optically controlled switch.  The logic it represents is different 
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from that of semiconductor optical amplifiers.  Operating at a saturation state, the 
SOAs will invert the converted signal. 
 For the applications utilizing the saturation effect, we need low-saturation 
power for the modulators.  Special design for increasing hole trapping effect will be 
needed.  

7.3 Outlook 

 Within this decade, the transmission systems are experiencing an explosive 
growth.  The transmission data rate doubles itself every sixteen months.  A total 
capacity of 3 Tbit/s [12] and a single channel data rate of 400 Gbit/s [13] have been 
demonstrated.  In order to efficiently utilize the bandwidth of the optical fiber and 
the EDFA, dense WDM systems with a single channel data rate of 10 Gbit/s are 
under commercial development.  In the near future, systems with single channel 
data rates of 40 Gbit/s are likely to happen.  Compared to the other types of 
modulators, EA modulators are most suitable for the high bit rate operations for 
their low drive voltage, high speed and integratibility with lasers.  The future 
direction outlined in this chapter should allow for better performance.  Once the 
insertion loss and chirp problems are solved, these traveling-wave devices should 
demonstrate superior performance over other types of modulators and can be the 
best choice as the transmitter for the future ultra high speed communication 
systems. 
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APPENDIX A 

Resonant Scattering Method for QW Level Calculation  
 

This appendix discusses the calculation of quantum well levels under and 
electric field.  

The quantum confined Stark shift can be calculated with variational method 
[1] only for an extreme case, which is either weak field or strong field.  However, 
the exact values of the energy shift can be numerically calculated under an arbitrary 
electric field with the resonant scattering theory [2-4]. 
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Fig. A.1 Scattering at an arbitrary potential profile.  The global propagation matrix can be described 

as the product of the two potential-step propagation matrices of and a free space propagation 
matrix.  

Following Kroemer’s derivation [4], we derive the solutions of the 
Schroedinger equations that correspond to particles coming from infinity and being 
scattered by a non-constant potential.  The wave functions at the three regions can 
be expressed as superpositions of plane waves, which may always be written as 
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where , and k  are the local wave numbers at the three constant potential 
regions. 
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It is not difficult to find out that the propagation matrix for a potential step 
from region I to region II (Fig. A.1) is 
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The free space propagation matrix from  to  is +
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Notice that the step-potential propagation matrix (A.4) is valid both for an 
upward step and a downward step.  So we can easily expand (A.6) to multiple 
potential steps by iteratively multiplying a step-potential propagation matrix and a 
free-space propagation matrix. 
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Once the overall propagation matrix has been obtained, the overall 
transmission probability of the composite potential profile, defined as the ratio of 
the transmitted current density to the incident current density in the absence of any 
current incidence from the out-going side, is 

 2
11

1
P

T = . (A.7)  

A bound state is found when  or 011 =P ∞→T . 
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APPENDIX B 

Polarization Independent InGaAsP/InGaAsP  
Quantum Well Design 

The design of polarization independent InGaAsP/InGaAsP quantum-well 
grown on (001) InP involves the calculation of bandgap energies of heavy- and 
light-holes for strained materials.  Detail derivation of the bandgap energies in 
strained quantum wells can be found in reference [1].  

For an unstrained bulk material, the heavy-hole (HH) and light-hole (LH) 
valence bands are degenerated.  This two bands split when strain exist.  For 
compressive strained material, the hydrostatic strain component shifts HH and LH 
bands equally while the shear strain component pushes the HH band up and pulls 
the LH band down, resulting in a smaller HH bandgap than the LH one.  On the 
contrary, a tensile strain will result in a larger HH bandgap than the LH one.  

For a strained material, the strain is defined as 
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where  is the native unstrained lattice constant of the strained material and 
 is the lattice constant of the substrate.  For compressive strain ε >0 while for 

tensile strain ε <0.  
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The hydrostatic deformation potential induced bandgap change is 
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where C11 and C12 are referred to as the elastic stiffness coefficients or the elastic 
moduli, a  is the hydrostatic deformation potential.  

The shear strain energy is 
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where b  is the shear deformation energy.  
The changes in the HH, LH, and split-off (SO) bandgaps are 
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represents additional energy change due to LH-SO band coupling. 
 Following we only consider properties of In1-xGaxAsyP1-y material on InP. 
 The lattice constants of quaternaries can be calculated from Vegard’s law, 
which gives a value equal to the weighted average of all of the four possible 
constituent binaries. 
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For lattice-matched material (x~0.47y),  can be expressed accurately by 
Moon’s equation as [2]  
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In order to calculate lattice-mismatched InGaAsP, a modified Moon’s 
equation is used [3]  
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Table B.1 shows the binary parameters that are used in the calculation.  The 
conduction band discontinuity for InGaAsP/InGaAsP/InP quantum well is about 
40% of the total bandgap difference [4].  Table B.1 also lists the valance band 
offset relative to that of AlAs for binary materials.  This can also be used to 
calculate the band offset [5]  
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 By utilizing Vegard’s law, equation (B.1), the elastic moduli, 
deformation potentials, spin-orbit energy and effective masses for In1-xGaxAsyP1-y 
can be calculated.   
 In practice, the room temperature photoluminescence (PL) wavelength of 
bulk strained quaternary material is a measurable parameter in determining material 
compositions.  The PL energy for bulk material is 

2/2/)( TKLHHHEE BgPL +∆+∆+= , for HH and LH close to each other(B.9)  

2/),min( TKLHHHEE BgPL +∆∆+= . for HH and LH far apart (B.10)  

Table B.1: Binary material parameters 
Material 

nativea  

(Å) [1] 

Elastic Moduli 
(x1011 dyn/cm2) 
C11  C12 

[1] 

Deformation 
potentials 
(eV) [1] 

a b 

∆  
(eV) 
[1] 

dEv  
(eV) 
[5] 

Effective masses 
(m0) [6] 

me mhh mlh 

AlP 5.4635 13.2 6.3  -0.48      
GaP 5.4512 14.12 6.253 -9.76 0.29 0.10 0.10 0.254 0.67 0.17 
AlAs 5.6611 12.02 5.70  0      
GaAs 5.6533 11.88 5.38 -8.68 0.48 0.34 0.34 0.067 0.38 0.09 
InP 5.8688 10.22 5.76 -8.0 0.20 0.10 0.10 0.077 0.61 0.12 
InAs 6.0584 8.329 4.526 -5.79 0.65 0.371 0.371 0.027 0.34 0.027 

 

References 

[1]  L. A. Coldren and S. W. Corzine, “Diode lasers and photonic integrated circuits,” John 
Wiley & Sons, Inc., New York, pp. 527-536, 1995.  

[2]  M. Ilegems, “InP-based lattice-matched heterostructures,” in Properties of lattice-matched 
and strained Indium Gallium Arsenide, edited by Pallab Bhattacharya, INSPEC, IEE, p. 19, 
1993. 

[3]  A. Ichii, Y. Tsou, and E. Garmire, “An empirical rule for band offsets between III-V alloy 
compounds,” J. Appl. Phys., vol. 74, pp. 2112-2113, 1993.  

[4]  S. R. Forrest, P. H. Schmidt, R. B. Wilson, and M. L. Kaplan, “Relationship between the 
conduction-band discontinuities and band-gap differences of InGaAsP/InP hetero-
junctions,” Appl. Phys. Lett., vol. 45, pp. 1199-1201, 1984.  

[5]  J. R. Flemish, H. Shen, K. A. Jones, M. Dutta, and V. S. Ban, “Determination of the 
composition of strained InGaAsP layers on InP substrates using photoreflectance and 
double-crystal X-ray diffractometry,” J. Appl. Phys., vol. 70, pp. 2152-2155, 1991.  

[6]  L. A. Coldren and S. W. Corzine, “Diode lasers and photonic integrated circuits,” John 
Wiley & Sons, Inc., New York, p. 12, 1995.  



 162
APPENDIX C 

Coplanar Waveguide Circuit Elements 

 This appendix gives the transmission line circuit elements for coplanar 
waveguides both with and without lower ground plane.  These circuit elements 
include the unit-length capacitance C, the unit-length inductance L, the microwave 
effective dielectric constant effr,ε , and the characteristic impedance ZL.  More 
accurate values can be obtained with LineCalc [1].   

C.1 Coplanar waveguide without a lower ground plane (CPW) 

2b

2a
t

hεr

 
Fig. C.1 Coplanar waveguide without lower ground plane.  

For a coplanar waveguide without a lower ground plane (Fig. C.1) the 
circuit elements are [2, 3] 
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Where 0ε  and 0µ  are the permittivity and permeability in vacuum and 
bak /=  (C.5) 

21' kk −=  (C.6) 
)2/sinh(/)2/sinh(1 hbhak ππ=  (C.7) 
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)(kK  is the complete elliptical integral of the first order with modulus k.  
It can be approximated as 

{
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( )21/4ln)'/4ln( kkp −==  (C.11) 
for 0 .   171. ≤< k

These approximation has a maximum error of 0.3% at the crossover point.   

 

C.2 Coplanar waveguide with a lower ground plane (CPWG) 

2b
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t
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Fig. C.2 Coplanar waveguide with lower ground plane.  

For a coplanar waveguide with a lower ground plane (Fig. C.2) the circuit 
elements are [4] 
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where  
bak /=  (C.14) 

21' kk −=  (C.15) 
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)2/tanh(/)2/tanh(1 hbhak ππ=  (C.16) 

2
11 1' kk −=  (C.17) 

C.3 Metal thickness correction 

s
t

 
Fig. C.2 Coplanar waveguide with lower ground plane.  

 The previous circuit elements are derived assuming zero thickness for the 
conductors.  The finite thickness of the conductors will introduce an extra 
capacitance.  The incremental capacitance per unit length is [5] 








 −=∆
k

kKkkEstC r )(')2/1()(2)/(
2

0

π
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where the parameters k  and  are solved from the following equations as 
functions of  

'k
st /

(kE)'k1( k+
)(')(2

)'2/()
2

2

kKkkE
K

s
t

⋅−
−⋅=  (C.19) 

21' kk −=  (C.20) 
E(k) is the complete elliptical integral of the second kind. 

Considering the two ground conductors of the coplanar waveguide, the 
incremental capacitance per unit length is double of Eq. C.18. 
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APPENDIX D 

Microwave Transmission Matrix Calculation 

As discussed in Chapter 3, the TEAM can be considered as composed of a 
tapered transmission input feed line, an optical waveguide section, and a tapered 
output feed line.  Each section can be modeled as a linear two-port network with a 
transmission matrix or a scattering matrix.  This appendix discusses on how to 
obtain the voltage distribution on the waveguide section. With the driver and load 
connected, the two-port representation is shown at the bottom of Fig. D.1.  

Tfi Tg TfoVs

Zs

ZL

Input Feed line Output Feed lineWaveguide

 
Fig. D.1 Transmission line and linear two-port representation of a TEAM. 

 

When doing the calculation, each feed line section is divided into 50 
sections, with each about 10 µm in length.  Each small section is considered as a 
uniform coplanar waveguide and its transmission line properties can readily be 
calculated as discussed in Appendix C.  
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Fig. D.2 Transmission matrices for the calculation of a TEAM connected with source and load. 
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The overall transmission matrix of the device is a multiplication of five 
transmission matrices, Tfi, for the input feed line, Tfig, for the connection from the 
input feed line to the waveguide, Tg, for the waveguide section, Tgfo, for the 
connection from the waveguide to the output feed line, and Tfo, for the output feed 
line.  Here, the subscript ‘f’ means for feed line section, ‘g’ means for waveguide 
section, ‘i’ means for input, and ‘o’ means for output.  

The tapered feed line matrix is found by calculating 50 cascaded 
transmission lines.  Fig. D.3 shows the case of two cascaded lines.  Z, γ, and l are 
the characteristic impedance, propagation constant and length of the line.  

 

Z01,γ1,l1

V+
0

V-
0

V+
1

V-
1

Z02,γ2,l2

V+
2

V-
2

V+
3

V-
3  

Fig. D.3  Transmission matrix of two cascaded lines. 

The transmission matrix for a transmission line is related to its propagation 
constant, γ1, and the length of the line, l1, as 
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 The connection matrix from a transmission line with impedance of 
Z01, to a transmission line with impedance of Z02 is 
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Transmission matrix for the second transmission line is 
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We can relate the input wave to the output wave as 
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By repeatedly doing this procedure numerically, we can obtain the 
transmission matrix of the whole tapered feed line.  

Let’s assume the output feed line is simply the horizontal flip of the input 
feed line, and assume the input  feed line transmission matrix is 
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where  

 . (D.8)  21122211 fifififi TTTTD −=

Assuming the last section of the input feed line has impedance of Zfio, then 
the connection matrix from the input feed line to the waveguide is found as 
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Similarly, the connection matrix from the waveguide to the output feed 
line is 
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The overall transmission matrix of the device is then found as 
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Fig. D.4 shows the load end of the circuit. The relation between the two 
waves at the load end is 

 , (D.12)  +− Γ= fooLfoo VV
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is the load reflection coefficient.  
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Fig. D.4  Circuit representation of the load end. 

Fig. D.5 shows the source end of the circuit.  The relation between the two 
waves at the source end is 

 , (D.14)  ssfiisfii VTVV +Γ= −+

where 
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Fig. D.5  Circuit representation of the source end. 

With Eqs. D.11-D.16, we can obtain V  as +
foo

  (D.17)  [ sLsssfoo TTTTTVV Γ−+ΓΓ−=+
12221121 )(/ ]

By plugging D.17 to D.12 and then plugging together with V to D.11, we 
can obtain the other voltage values, V .  With these, we can easily obtain 
the forward and backward wave voltages at the output point of the waveguide.  
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Any wave voltages in the waveguide at a distance of x away from the output 
point of the waveguide is then 
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APPENDIX E 

Measurement Configurations 

 This appendix describes the measurement configurations for photocurrent 
measurement, device mounting, and device testing.   
 

E.1 Photocurrent measurement with a tunable laser 

Fig. E.1 shows the photocurrent measurement setup configuration.  This 
setup has been used for measuring photocurrent spectra shown in Figs. 4.4 and 4.5. 
The wavelength scan is achieved by using a tunable laser diode with a wavelength 
range of 1480-1570 nm [1].  The laser is internally modulated with a build-in 
modulation driver for lock-in amplification.  The modulation signal is used as the 
reference signal for the lock-in amplifier.  The laser light is focused to the 
waveguide via a lensed fiber [2].  A DC power supply is used for providing reverse 
bias voltage, and a 4.7 kΩ resistor is used for sampling the current signal.  A 
computer with LabVIEW [3] controls the tunable laser and the lock-in amplifier for 
wavelength scanning and data taking. 

 

4.7 kΩ 

Computer Lock-in Amplifier

DC bias supply

HP tunable laser
1480-1570 nm, 5kHz Lensed fiber

Photocurrent
sample

 
Fig. E.1 Setup for photocurrent measurement with a tunable laser as the light source.  
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E.2 Photocurrent measurement with a white light source 

A photocurrent measurement system slightly different from the one using a 
tunable laser is shown in Fig. E.2.  The advantage of using a tunable laser is that 
higher optical power is available; however, it limits the wavelength range to 1480 ~ 
1570 nm.  In order to obtain the information at a wider wavelength range, a halogen 
white light source combined with a monochromator [4] are used to generate wide-
wavelength-range light source.  The light is coupled into the waveguide through a 
lens.  Chopper is used to chop the light for lock-in amplification.  Prior to the real 
sample measurement, the lamp spectrum is first recorded and is used for the 
normalization of the real sample spectra.  Fig. 5.4 shows the photocurrent spectra 
measured with this setup. 

4.7 kΩ 

Computer 
Lock-in AmplifierChopper driver 

DC bias supply

Halogen 
fiber lamp Monochromator Chopper &

short wavelength
filter

Lens &
polarizer

Photocurrent
sample  

Fig. E.2 setup for wide wavelength range photocurrent measurement.  

 

E.3 Modulator test setup 

The traveling-wave EA modulators are first mounted on copper bars before 
they are put to the alignment and probing system.  Fig. E.3 shows a device mounted 
on a copper bar.  For high speed performance, a thin film resistor is also mount on 
the copper bar and it is connected to the modulator via short gold ribbons.  The 
silver epoxy [5] is used to stick both the modulator and the resistor onto the copper 
bar. 
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Au ribbon

Silver epoxy

Thin film resistor
on AlN substrate

ModulatorSilver epoxy

Copper bar

 
Fig. E. 3 Mounting configuration for a traveling-wave EA modulator ribbon bonded with a 
thin film resistor. 

The device is then place in an alignment setup. Here, a lens pair is used to 
couple light from fiber to the waveguide and vice versa.  The lens pair composes of 
two lenses, one with a numerical aperture of 0.16 to match to that of the single 
mode fiber, while the other with a numerical aperture of 0.55.  Fig. E.4 shows the 
schematic of the coupling scheme.  The lens pair has a working distance of 2.9 mm.  
Here the working distance is defined as the distance from the lens front facet at the 
device-side to the device.   

2.96.514.0Length unit: mm

Fiber
Lens pair DeviceNA=0.16

NA=0.55

 
Fig. E.4 Lens pair is used to couple light from fiber to device, and vice versa. 

The measurement setup for device characterization is similar to that for the 
photocurrent measurement (Fig. E.2).  For polarization control, an in-line fiber 
polarization controller [6] is used to translate any polarization state into desired 
linear polarization [7].  A Cascade probe [8] is used to connect to the input port of 
the device.  In the case of with an off-chip 50 Ω termination, the output port is 
probed with another Cascade probe, which is terminated with a standard 50 Ω load.  
High-frequency measurements were performed with an HP Lightwave Component 
Network Analyzer (HP 8703A), which can measure electrical to electrical, 
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electrical to optical, optical to electrical, and optical to optical responses from 
0.13-20 GHz.   

Microscope

LD TE cooler
controller

LD current
source

modulator

Lenses

Fiber

Fiber
polarization
controller

Probe&
Cable

 

Fig. E.5 Setup for light coupling and microwave probing for TEAMs. Here 
only one microwave probe is shown.   

Fig. E.5 shows the picture of the actual optical coupling and microwave 
probing setup.   
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APPENDIX F 

Fabrication Process 
 

F.1 General process steps 

These general process steps are both used in InGaAs/InAlAs and InGaAsP/ 
InGaAsP TEAMs. 

Solvent clean 

1) Soak and spray with ACE, 2 min, use Q-tips for the first cleaning after growth 
2) Soak and spray with ISO, 2 min, use Q-tips for the first cleaning after growth 
3) Soak and spray with methanol, 2 min, use Q-tips for the first cleaning after growth 
4) De-ionized (DI) water rinse and flush, 2 min 
5) Nitrogen blow dry 
6) Dehydration bake, 20 min at 120oC in oven 

AZ 4210 [1] photolithography 

1) Spin @ 6 krpm, 40 sec 
2) Hot plate soft bake 1 min @ 95oC 
3) Edge removal exposure 2’30”, @ 7.5 mW/cm2 
4) Edge develop, AZ 400K [2]:DI = 1:3.8, ~ 50” 
5) Pattern exposure 12”, @ 7.5 mW/cm2 
6) Pattern develop, AZ 400K:DI = 1:3.8, ~ 45” 

AZ 4330 [3] photolithography 

1) Spin @ 6 krpm, 40 sec 
2) Hot plate soft bake 1 min @ 95oC 
3) Edge removal exposure 2’30”, @ 7.5 mW/cm2 
4) Edge develop, AZ 400K:DI = 1:3.8, ~ 50” 
5) Pattern exposure 22”, @ 7.5 mW/cm2 
6) Pattern develop, AZ 400K:DI = 1:3.8, ~ 55” 

825+4210 double layer photolithography 

1) Spin 825 [4] @ 5 krpm, 40 sec 
2) Hot plate soft bake 1 min @ 95oC 
3) Flood exposure 9 sec, @ 7.5 mW/cm2 
4) Spin AZ4210 @ 5 krpm, 40 sec 
5) Hot plate soft bake 1 min @ 95oC 
6) Edge removal exposure 2’30”, @ 7.5 mW/cm2 
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7) Edge develop, AZ 400K:DI = 1:3.8, ~ 50” 
8) Pattern exposure 12”, 7.5 mW/cm2 
9) Pattern develop, AZ 400K:DI = 1:3.8, 35 ~ 45 sec 

825+825+4210 triple layer photolithography (for final metal lift-off) 

1) Spin 825 @ 4.5 krpm, 40 sec 
2) Hot plate soft bake 1’30” @ 95oC 
3) Spin 825 @ 4.5 krpm, 40 sec 
4) Hot plate soft bake 1’30” @ 95oC 
5) Flood exposure 7 sec, @ 7.5 mW/cm2 
6) Spin AZ4210 @ 5 krpm, 40 sec 
7) Hot plate soft bake 1’30” @ 95oC 
8) Edge removal exposure 2’30”, @ 7.5 mW/cm2 
9) Edge develop, AZ 400K:DI = 1:3.8, ~ 50” 
10) Pattern exposure 14”, @ 7.5 mW/cm2 
11) Pattern develop, AZ 400K:DI = 1:3.8, about 50” develop plus 10” overdevelop 

O2 plasma descum 

PEIIA oxygen plasma etch for 10~20 sec, 300 mTorr, 100 W, low frequency  

Double layer PMGI SF15 [5] spin-on 

1) Spin  @ 6 krpm, 50 sec 
2) Oven cure @ 300oC, 3 min, in large petri dish 
3) Spin  @ 5 krpm, 50 sec 
4) Oven cure @ 300oC, 3 min, in large petri dish 
The as spun PMGI will be about 4.2 µm. 

PMGI wet etch 

1) Deep UV expose @ 1000 W, for 5 min 
2) Straight SAL 101 [6] develop for 2 min 
3) Repeat 1) and 2) until PMGI fully developed 

Photo resist and PMGI removal 

Method I 

1) 1165 [7] boiled @ 80oC for 10 min 
2) DI water rinse and flush for 5 min 
3) Nitrogen blow dry 

Method II 

1) Straight AZ400K soak for 2 min 
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2) DI water rinse and flush for 2 min 

3) Nitrogen blow dry 
 

F.2 Process steps for MBE grown InGaAs/InAlAs TEAMs 

Wafer cleaving 

Cleave wafer to about 11x11 mm per piece; write down the orientation of each piece, the 
ridge should lie at )110(  orientation, which will reveal an inverse triangular-shaped ridge 
with anisotropy wet etching solutions. 

p-contact formation – first mask 

1) Solvent clean with Q-tip rub 
2) 825+4210 double layer photolithography, align ridge at )110(  orientation 
3) O2 plasma descum for 15 sec 
4) Surface clean: HCl:DI = 1:1 dip for 30 sec 
5) Thermal evaporation, Cr/Au/Zn/Au = 5/5/19/400 nm 
6) E-beam evaporation, Ti/SiO2 = 20/650 nm 
7) Metal lift off in ACE with VERY WEAK ultra-sonic stir if necessary, followed by ISO, 

Methanol, DI rinse 
8) O2 plasma descum for 30 sec 
9) Dektak metal thickness 

Ridge etching 

1) Dry etch in RIE, Cl2/Ar = 7.5/4 sccm, 3 mTorr, 500 V/88W, pump pressure < 1×10-6 
Torr before introducing gases; laser monitored; need calibration etch first.  Fig. 4.11 
shows the etching stop position. 

2) Buffered HP dip for ~ 10 sec to remove residual SiO2 and Ti. 

n-contact formation – second mask 

1) Solvent clean and dehydration baking 
2) 825+4210 double layer photolithography 
3) O2 descum 15 sec 
4) Surface clean: HCl:DI = 1:1 dip for 30 sec 
5) E-beam evaporation Ni/AuGe/Ni/Au = 5/100/10/400 nm, or Ni/Ge/Au/Ni/Au = 

5/17/30/20/400 nm, 
6) Metal lift off in ACE with VERY WEAK ultra-sonic stir if necessary, followed by ISO, 

Methanol, DI rinse 
7) O2 plasma descum for 30 sec 
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Mesa etching – third mask 

1) AZ4330 photolithography for mesa etching 
2) O2 descum 15 sec 
3) Deep UV flood exposure for 5 min to harden photo resist surface 
4) Dry etch in RIE, Cl2/Ar = 7.5/4 sccm, 3 mTorr, 500 V/88W, pump pressure < 1×10-6 

Torr before introducing gases; laser monitored; until etch through all epilayers. 
5) Concentrated AZ400K developer dip for 2 min, DI rinse, nitrogen blow dry 
6) O2 descum 30 sec 

Contact annealing 

RTA, forming gas 3000 sccm, thermal coupler control 

Step Time (sec) Temperature (oC) 
1 120 0 
2 10 410 
3 15 410 
4 1 0 
5 120 0 

PMGI spin-on and edge removal 

1) Dektak ridge and mesa height 
2) Double layer PMGI SF15 spin-on 
3) Spin on AZ 4210 @ 5.5 krpm, 40 sec 
4) Hot plate soft bake 1’30” @ 95oC 
5) Edge removal exposure 2’30”, @ 7.5 mW/cm2 
6) Edge develop, AZ400K:DI = 1:3.8, ~ 50” 
7) O2 descum 10 sec 
8) Deep UV flood exposure for 5 min 
9) Straight SAL 101 develop for 2 min 
10) Repeat 8) and 9) for twice 
11) Scratch away residual PMGI at edges using razor blade under microscope 
12) Repeat 8) and 9) until edges fully cleaned 
13) Strip off photo resist with ACE spray, followed by ISO, Methanol and DI rinse 

PMGI bridge & planarization processing – fourth mask 

1) Dektak ridge, mesa and edge PMGI height 
2) Calculate PMGI thickness on top of ridge based on two Dektak measurement data, as 

shown in the bottom figure, the PMGI thickness on top of ridge is h4 = h2+h3-h1.  Etch 
cycles = h4/3.0 µm×14.0.  As a rule of thumb, the number of cycles to etch away AZ4330 
(3 µm thick) is about 14.  
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3) AZ4330 photolithography for PMGI bridge 
4) RIE PMGI etch, O2 = 7.5 sccm, 10 mTorr, 200 V/22W, pump pressure <~ 1×10-6 Torr 

before introducing gas; laser monitored; until reach desired cycles. 
5) Inspect under microscope and Dektak ridge height.  If ridges are not fully exposed, use 

PEIIA O2 plasma to slightly etch PMGI at 300 mTorr, 50 W, low frequency.  Repeat 
until ridges fully exposed. 

6) Strip off photo resist with ACE spray followed with ISO, Methanol and DI spray 
7) Dehydration bake at 120oC in oven for 20 min 

PMGI feed line region etch back – fifth mask 

1) AZ4210 photolithography for PMGI etch back 
2) O2 descum 15 sec 
3) Deep UV flood exposure for 5 min 
4) Straight SAL 101 develop for 2 min 
5) Repeat 3) and 4) until the PMGI at feed line region be fully developed 
6) O2 descum 2 min 
7) Strip off photo resist with ACE spray, followed by ISO, Methanol and DI rinse 
8) O2 descum 15 sec 
9) PMGI re-flow @ 300 oC in oven with large petri dish for ~ 1’30”, inspect under 

microscope 

Final metalization – sixth mask 

1) 825+825+4210 triple layer photolithography for final metalization lift-off 
2) O2 descum 20 sec 
3) HCl:DI = 1:1 dip for 30” followed by DI rinse 
4) E-beam evaporation.  Lower sample holder to reduce the distance from sample to source 

unit flat region to 18.5 cm.  This will gives a ratio of about 3.0 of actual thickness 
compared to the monitor display.  Rotation on for better coverage.  Ti/Au = 28/700 nm 
(monitor display thickness), wait 10 min for cool down at 230 and 460 nm.   

5) Lift-off with ACE followed by ISO, Methanol and DI rinse.  Use VERY WEAK ultra 
sonic if needed. 

6) Dehydration bake at 120oC in oven for 20 min 
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Cleaving line etch – seventh mask 

1) AZ4330 photolithography for cleaving line etch mask 
2) O2 descum 20 sec 
3) Hard bake for 30 min at 120oC in oven 
3) Technic Strip Gold etchant etch for about 1’30” to etch away cleaving lines.  Cyanide, 

lethal when mixed with acid.  AVOID ANY ACID, USE SPECIAL HOOD.  Rinse 
thoroughly with DI water. 

4) Buffered HF etch for ~ 10” to etch away Ti 
5) Deep UV flood exposure for 5 min 
6) Straight SAL 101 develop for 2 min 
7) Repeat 5) and 6) until the PMGI on top of the cleaving line region is fully developed 

Lapping, cleaving, and testing 

Lap down to ~70 µm 
Cleave devices 
Mount onto copper bars for testing 
 

F.3 Process steps for MOCVD grown InGaAsP/InGaAsP TEAMs 

Wafer cleaving 

Same as MBE sample processing 

p-contact formation – first mask 

1) Solvent clean with Q-tip rub 
2) 825+4210 double layer photolithography, align ridge at )110(  orientation 
3) O2 plasma descum for 15 sec 
4) Surface clean: HCl:DI = 1:1 dip for 30 sec 
5) E-beam evaporation, Ti/Pt/Au/Si = 20/50/500/200 nm 
7) Metal lift off in ACE with VERY WEAK ultra-sonic stir if necessary, followed by ISO, 

Methanol, DI rinse 
8) O2 plasma descum for 30 sec 

Ridge formation 

1) Dry etch in RIE,  
Step Gases Flow rates 

(sccm) 
Pressure 
(mTorr) 

Voltage 
(V) 

Etch time Comment 

1 O2 20 125 500 30 min Clean chamber 
2 MHA 4/20/10 75 500 10 min Pre-coat 
3 MHA 4/20/10 75 500 ~31 min Etch 
4 O2 20 125 200 10 min Polymer etch 
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MHA=CH4/H2/Ar, laser monitor; need calibration etch first.  Fig. 5.5 shows the etching stop 

position.  Polymer etch time ≅  etch time/3. 
2) RIE CF4/O2 = 25/2 sccm, 35 mTorr, 300 V, 7 minutes to etch away residual Si mask 
3) Dektak ridge height 
4) H3PO4:HCl = 3:1 etch for 2~3 minutes to smooth side wall and to etch to the n-contact 

and etch stop layer.  Use SEM to check with the side wall.  Etch rate ~ 0.9 µm/min on 
(001) InP at room temperature, stops at InGaAsP, straight side wall on )110(  oriented 
ridges. 

n-contact formation – second mask 

Same as MBE sample n-contact formation 

Mesa etching – third mask 

1) AZ4330 photolithography for mesa etching 
2) O2 descum 15 sec 
3) Hard bake at 120oC in oven for 30 minutes 
4) Dektak ridge height 
5) H3PO4:HCl=3:1, 15 sec, room temperature to clean away residual InP on surface 
6) H3PO4:H2O2:H2O = 1:1:30, 2 min to break through InGaAsP layer and stop at InP 
7) Dektak 
8) H3PO4:HCl=3:1, ~15 sec to etch InP, this will etch away about 0.2 µm InP 
9) Dektak ridge height 
10) Repeat 8), 9) until etch through the layer and into substrate for ~ 0.2 µm 
11) Strip off photo resist with ACE 
12) O2 descum 30 sec 

Contact annealing 

Same as MBE sample contact annealing 

Contact testing 

Use curve tracer to test the current-voltage characteristic of the test feature on mask 

PMGI spin-on and edge removal 

Same as MBE PMGI spin-on and edge removal 

PMGI bridge & planarization processing – fourth mask 

Same as MBE sample PMGI bridge & planarization processing 

PMGI feed line region etch back – fifth mask 

Same as MBE sample PMGI feed line region etch back 
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Final metalization – sixth mask 

Same as MBE sample final metalization 

Cleaving line etch – seventh mask 

For the 2nd mask design, use the same method as MBE sample to make cleaving lines  
For the 3rd mask design, the final metalization is designed to open at cleaving lines, in this 
case, following these steps 
1) AZ4330 photolithography for PMGI cleaving line etch mask 
2) O2 descum 20 sec 
3) Deep UV flood exposure for 5 min 
4) Straight SAL 101 develop for 2 min 
5) Repeat 3) and 4) until the PMGI on top of the cleaving line region is fully developed 
6) Strip off ACE with ACE 

Lapping, cleaving, and testing 

Lap down to ~70 µm 
Cleave devices 
Mount on to copper bar for testing 
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