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Abstract: Here we demonstrate an 8x4 multi-wavelength selective ring resonator based crossbar
switch matrix implemented in a 220-nm silicon photonics foundry for interconnecting electronic
packet switches in scalable data centers. This switch design can dynamically assign up to
two wavelength channels for any port-port connection, providing almost full connectivity with
significant reduction in latency, cost and complexity. The switch unit cell insertion loss was
measured at 0.8 dB, with an out-of-band rejection of 32 dB at 400 GHz channel separation. All
the ring resonator heaters were thermally tuned, with heaters controlled by a custom 64-channel
DAC driver. Detailed measurements on the whole switch showed standard deviation of 2 dB in
losses across different paths, standard deviation of 0.33 nm in resonant wavelength and standard
deviation of 0.01 nm/mW in ring heater tuning efficiency. Data transmission experiments at 40
Gbps showed negligible penalty due to crosstalk paths through the switch.
© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Optical interconnection networks used for intra- and inter-chip communications in future exascale
systems can achieve improved scalability, i.e., higher throughput, lower latency and increased
energy efficiency, compared to their electrical counterparts [1]. Optical switches with application
in datacenters can be divided into two categories, fat pipe switches and wavelength selective
switches [2–16]. Fat pipe switches switch the entire Wavelength Division Multiplexed (WDM)
signal between input/output (I/O) ports. Multiple variants based on broadband Mach-Zehnder
interferometers have been reported in a Silicon Photonic platform [17], Global Foundries 90-nm
platform [18] and Silica Platform in [19] and a ring resonator based fat pipe switch is reported
in [20]. We demonstrate thermally-tuned switching, which is compact and provides µs switching,
which matches datacenter requirements. Nanosecond switching can be achieved with electro-optic
tuning, at the cost of larger switch footprint and higher optical loss. Wavelength selective switches
with single wavelength connectivity based on Arrayed Waveguide Grating Router (AWGR) [21],
cascaded microring crossbar switch [22], modular switch and select architecture [23], switch
with multi-casting functionality [24] have been reported. A high radix on chip architecture is
proposed in [25].

Multi-wavelength selective switches promise greater flexibility in connection patterns between
I/O ports as compared to both single wavelength connectivity and fat pipe switches. In such
switches, it is possible to setup connections using any combination of the input wavelengths. We
proposed a multi-wavelength selective switch in [26, 27]. Here, we demonstrate and analyze an
optical interconnect switch architecture operating in the wavelength-time domain, and having
interconnection capability ranging from static all-to-all wavelength connectivity (which is suitable
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for systems exchanging short messages) to on-demand microsecond-scale dynamically allocated
multiple-wavelength connectivity (which is suitable for systems exchanging longer message
sizes). For large enough number of wavelengths per port, the switch can simultaneously enable
both connectivity modes, thus resulting in efficient, low-latency operations for systems with both
short and long messages. This makes the switch suitable for a diverse set of applications ranging
from interconnecting multiple processing nodes for High Performance Computing (HPC), to
interconnecting individual servers or racks of servers in data centers.

Multiple N input, N output and M wavelengths/port (NxNxM) switching approaches have been
demonstrated [28–30], but they either require too many ring resonators for similar connectivity or
have a higher insertion loss. The main difference in our NxNxM, with a 2 wavelength connection
approach as compared to the NxNxM crossconnect approach proposed in [28] is that the signal
passes through multiple off-resonant ring resonators instead of through drop ports of multiple
rings in the NxNxM approach. We measured an off resonance loss of 0.17 dB which is much
smaller than the drop loss of 1.9 dB. Also the total number of rings in our approach, are much
smaller than NxNxM, as in [28]. In [29], 4x4x4 switch was reported, which could be used as a
building block in a bigger Benes [31] or Clos network [32]. The NxNxM Benes switch requires
M(Nlog2(N) − N/2) rings for NxNxM Benes switch as compared to 2N2 in our approach. An
8x8x8 MEMS wavelength selective switch is demonstrated [30], by using 8 single wavelength
switches in conjunction with 1x8 demultiplexers and 8x1 multiplexers. In the above approaches,
the number of ring resonators and hence power consumption and footprint is much higher than
our approach, but at the same time latency is marginally lower as shown in a later section on
contention resolution. Hence, the above systems are over designed on the basis of latency,
footprint, and power consumption.
The present crossbar switch configuration makes it possible to optimize the interconnection

network dynamically (down to ≤ 100 microsecond reconfiguration time), to respond to slow or
fast variations in the workloads and the message-exchange rates in these systems. This switching
time optimization requires a centralized control mechanism based on tracking the traffic demand
in real time. This is not a unique requirement for our proposal; rather, earlier pioneering works
on introducing slow [33] or fast [34] optical time-domain circuit switching in data centers also
require centralized control to optimize the interconnection network. In fact, centralized control is
currently in general use in many mega data centers [35].
Another important application of our switch in data centers is that it can enable the creation

of flexible, scaled-out, low-latency, leaf-spine data center realization that does not require an
increase in the overall size or the number of fiber ports of the associated electronic packet
switches [36]. The advantage of this approach is that it reduces cabling complexity as the
datacenter is scaled to a higher radix and also requires fewer electronic switches which results in
a lower overall power consumption.
The main impact of this work is as follows:

1. For a NxN crossbar switch with M wavelengths per input port, M rings per crosspoint
are not required when buffers are present at transmitters. Near full connectivity can be
obtained with just two rings per crosspoint. Diminishing reduction in latency is observed
as the number of ring resonators are increased beyond 2 per crosspoint. A huge saving
in the number of switching elements, tuning power consumption and path loss is also
observed for the case of two ring resonators as compared to M ring resonators.

2. We demonstrate an 8x4 switch fabricated in a 220 nm Silicon Photonic platform and
designed a driver PCB to characterize the switch.

3. Loss, resonant wavelength and power efficiency are measured for every ring resonator in
the switch. This corresponds to measurements on 64 second order resonators and total 256
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measurements to extract the tuning parameters. We measured a mean on-chip path loss of
9.94 dB with standard deviation of 2.08 dB for the fabricated 8x4 switch.

4. We measured impairments due to crosstalk sources by injecting 40 Gbps data through
multiple input ports of the switch and measured the Bit Error Rate (BER) of the signal.

2. Architecture

2.1. System design

Fig. 1. (a) Schematic of NxNxM switch with LMRR (Micro Ring Resonators) per crosspoint
(b) Switch unit cell (c) Layout of a 8x4,L=2 switch (d) Die Shot of the switch with I/O
marked

In Fig. 1(a), we present an NxN crossbar switch with switching blocks at every intersection.
The transmitter injects a WDM signal with M wavelengths in each input port. The 'L' blocks
at the crossings in Fig. 1(a) consist of wavelength-selective components that can switch up
to L wavelengths from an input port to an output port. The wavelengths that are not switched
pass through these blocks 'L'. For proper operation, the switching elements in any two L blocks
should not be tuned to the same wavelength for any row or any column. Thus, wavelengths that
have been switched by an L block go straight down to the receiver through the intermediate L
blocks below the switching L block. In our design, we use 2nd-order micro ring resonators and a
multi-mode waveguide crossing to implement L block in Fig. 1(b). The choice of second order
ring resonator [37, 38] instead of first order ring resonator [39] is due to its flat top transmission
spectra which minimizes crosstalk through alternate switch paths. The ring resonator drop and
through transfer spectrum is very sensitive to coupling coefficients and a slight deviation from
the coupling coefficients can result in a non flat drop transfer spectrum for higher order ring
filters. It is difficult to satisfy the critical coupling condition for higher order filters due to higher
number of distinct coupling coefficients. An experimental demonstration of these non ideal
filters is reported in [29]. We thus limited our design choice to second order ring resonator. Each
transmitter can transmit up to M wavelengths. Integrated quantum dot lasers are suitable for this
application due to their better performance at higher temperatures are reported in [40–42].
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We use centralized arbitration, which requires a single shared controller with a separate
low-speed control network connecting each transmitter to the controller. A traffic buffer is
placed at each of the transmitter sites. System operation is assumed to be synchronous, i.e.,
all transmitters have access to a common clock and for synchronization of transmission and
switching, where time is divided into equal timeslots. These low-bandwidth synchronization
signals could be sent optically as part of a control plane. Within each timeslot, the transmitters
inform the controller with the number of requested connections and their respective destinations
and gets ready for transmission at the start of the next timeslot. The controller then runs the
wavelength assignment and contention resolution algorithm (described in the next subsection),
assigns wavelengths to each request, informs the transmitters about the wavelength assignments
of the various connections, and tunes the appropriate microrings placed in the various switching
blocks. The requests that cannot be transmitted are placed in the buffer and transmitted when a
wavelength becomes available in a subsequent timeslot. If a connectivity configuration within
any timeslot satisfies the following constraints:

1. Any input port can transmit a maximum of M wavelengths, and a maximum of M can
be received at any output port. This is due to the placement of M modulators at each
transmitter and M photodiodes at each receiver. (All the transmitters use the same M
wavelengths.)

2. Maximum of L wavelengths need to be switched from any input port to any output port.
All wavelengths at an output port must be distinct.

then the switch can be shown to be nonblocking [26]. The switch is re-arrangeably non-blocking,
but is effectively equivalent to fully non-blocking operation as it is reconfigured synchronously
between data transmission time slots For any number of ports (N) and for one wavelength
connectivity (L=1), no ring tuning is required and the system switching capability is similar to an
arrayed waveguide grating router. Contention resolution is required in our switch as resources
(wavelengths) are shared between multiple input ports, with the method described in the next
subsection.
The impact of switching time on the switch is measured by the ratio of switching time and

communication time [43]. A higher switching time results in a lower throughput for a given
communication time. For shorter message sizes and for the case of thermo optic tuning, switching
time is on the order of 10's of µs. These switching times, exhibit satisfactory throughput for
average packet sizes > 100 kB [43]. For smaller message sizes, a switching time on the order of
few ns or 10's of ps with a different switching mechanism will be required.
Fig. 1(c) shows the layout of an 8x4 switch. Input/Output (I/O) edge couplers are placed on

the same side at a standard pitch of 127 µm packaging with a fiber V-groove array. We placed
a 1x2 3 dB splitter at each output so that waveguides could be routed for testing with I/O on
opposite side as well as on same side. Input and output from the same side of the chip is used for
testing with V-groove fiber array. This switch was fabricated in a 220 nm thick Silicon Photonic
(SiP) platform, with a switch footprint of 1.92 mm x 4.15 mm as shown in the die shot in Fig.
1(d).All devices in the system were implemented using the AIM Photonics Process Design Kit
(PDK) [44].

2.2. Contention resolution

In packet switching terminology, this crossbar switch configuration can be described as an input
queued switch, and virtual output queues are used for 100% throughput [45]. In our system
simulations, connection requests follow a uniform random distribution and are generated within
each timeslot for transmission in the subsequent timeslots. To distinguish between request arrival
times within a timeslot, we divide the timeslot into k parts. The probability that a request is
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generated by each transmitter within each of these k parts is given by p = Λ/k, where Λ is the
mean rate of request generation per timeslot for each transmitter. We choose a large enough k
such that the request generation per timeslot effectively follows a Poisson distribution with mean
Λ.
The connectivity matrix is defined as the matrix of requests that satisfies the conditions for

nonblocking mentioned in the previous subsection. The buffer matrix represents the requests
placed in the buffer. In both of these matrices, the rows and columns correspond to the input and
output ports, respectively; and each element corresponds to a list of times at which the packets
are generated within a timeslot. For lowest latency, we would like to maximize the number of
requests transferred from the buffer matrix to the connectivity matrix. The procedure to generate
the connectivity matrix such that it satisfies a nonblocking condition is given as follows.
The connectivity matrix is initially empty and all the new requests are placed in the buffer

matrix. The oldest M packets from each row and column of the buffer matrix are transferred to
the connectivity matrix such that each input-output link supports less than L packets. At this
stage, a heuristic algorithm to maximize the number of packets transmitted is implemented. The
requests in the connectivity matrix are now transmitted at the start of the next timeslot.
Note that, so far in this algorithm we have not checked the wavelength continuity of the

links, i.e., whether or not an end-to-end wavelength can be assigned to each connection without
encountering wavelength contention or dropping any requests from the connectivity matrix. If
the connectivity matrix satisfies the two constraints given in the previous subsection, then it turns
out that there exists an efficient, contentionless wavelength assignment algorithm associated with
it and thus wavelength continuity can be automatically satisfied. This is similar to decomposition
of a doubly stochastic matrix as described in [46] and is reported in [27].

Fig. 2. (a) Latency of the timeslots is plotted against the load in the switching network. Load
is defined as average requests/timeslot. (b) Leaf spine architecture without optical switch (c)
Leaf spine architecture with WDM optical switch.

A traffic analysis with all to all uniform random traffic shown in Fig. 2(a) shows marginal
reduction in latency for L > 2, i.e. more than 2 resonators per switch crossing. For L = 1, the
system reduces to a single link, which corresponds to the classic M/D/1 queueing model Eq.
(1) [47].

Latency(L = 1, M >= N) = Λ/(1 − Λ) (1)
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In general, a lower bound on latency can be obtained by modeling the system as an M/D/m
multi-server queue [47], with m = L = M, for which blocking occurs only due to the M
wavelength limit at each transmitter. Note that the latency for L = 2 is only very slightly worse
than the lower bound.
A possible application of the WDM switch, which is described in [36], is depicted in Figs.

2(b)–2(c), which shows two designs of a leaf spine data center with the same number of servers.
Figure 2(b) shows the architecture with high-radix electronic packet switch and single-wavelength
fibers. Figure 2(c) shows an architecture utilizing lower-radix electronic switches, as the individual
fibers with single wavelength Fig. 2(b) are replaced with WDM links with integrated transceivers
in Fig. 2(c), which shows a marked reduction in the number of fibers. In addition, the optical
switches enable dynamical reconfiguration of the data center to respond to varying workloads.

3. Devices and packaging

The photonic switching chip was fabricated on 220 nm Si photonics platform at AIM Photonics
foundry at SUNY Albany [44]. The waveguides used for routing were deep etched 400 nm with
an expected loss of ≤2 dB/cm, although subsequent process optimization has improved this
waveguide loss significantly. Edge couplers were used for optical I/O. Diced dies had a 100 µm
trench etch for fiber coupling.
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Fig. 3. Two λ switching is demonstrated in (a) λ1 ON and λ2 ON , (b) λ1 ON and λ2 OFF,
(c) λ1 OFF and λ1 ON, (d) λ1 OFF and λ1 OFF, (e) Transmission spectra of a typical unit
cell, the black lines correspond to one FSR = 25.6 nm and typical out of band rejection
is 32 dB for 400 GHz spacing (f) Off resonance loss of 10, 20, and 40 ring resonators in
series, (g) Tuning curve of a micro-ring resonator in a unit cell, (h) Tuning efficiency of 0.39
nm/mW is calculated from the tuning curve. Here we plot λres vs Total Power,P (mW) and
Average voltage Vavg (V) applied to the second order ring resonator, (i) Heater I-V and R-V
is plotted and shows that heater resistance changes monotonically with bias voltage.

Figures 3(a)–3(d) shows Optical Spectrum Analyzer (OSA) traces demonstrating two wave-
length switching for a unit cell in the switch (Fig. 1(b)). For this experiment two wavelength
channels at 400 GHz/3.2 nm spacing were injected with a fused silica splitter into the input port
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1 and light is collected from output port 1. Here we observe a 32 dB extinction between 'ON 'and
'OFF 'signal. In the 'ON ' state, voltages on the two heaters of a second order ring resonator are
optimized for peak transmission at the output port, a few examples are given in Fig. 3(g). In the
'OFF ' state, no voltage is applied to the ring resonators. In this measurement, ring resonators
have a resonance wavelength of 1534.5 nm at zero bias voltage. This is the guard band where all
the ring resonators filters are 'parked ' when no connection is assigned to them. Two channels at
400 GHz spacing at 1537.7 nm and 1540.9 nm are used in the measurement. These channels
correspond to a power consumption of 8.2 and 16.4 mW at a measured tuning efficiency of 0.39
nm/mW of power supplied for the second order ring resonator.
Figure 3(e) shows the filter spectrum at the output port 3 with input at port 3. The figure

shows transmission spectra of a unit cell with channels spaced at 3.2 nm (400 GHz) channel
spacing. We measure a 100 GHz optical 3 dB bandwidth of the filter and an out-of-band rejection
of 21 dB/32 dB at 200 and 400 GHz channel spacing respectively. The ring resonators have a
measured Free Spectral Range (FSR) of 25.6 nm. The PDK second order ring resonators are
capable of both electro-optic tuning and thermal tuning. For electro optic tuning, the resonance
wavelength was blue-shifted and attenuated with a loss of 3.6 dB/nm. Hence only thermal tuning
was used for filter tuning. In Fig. 3(f), a through port measurement is done on 10, 20 and 40
second order ring resonators, only one resonator in each arrangement is connected to electrical
pads to save space on the layout. The measured through loss was 0.17 dB per ring resonator and
1.9 dB for the drop port. This measurement was done to calculate the off resonance loss of a
ring resonator filter, which is a crucial factor for scalability of switches. Figure 3(f) shows that
many ring resonators in the series arrangement are not aligned to the same resonant wavelength.
Standard deviation of ring resonance frequency as well as of free spectral range on a different
process are well documented in [48].

Transmission spectra for the unit cell of the switch at different voltages are shown in Fig. 3(f),
and in Fig. 3(h) we extract the tuning curve for the switch ring resonators. The tuning efficiency
of the second order rings is 0.39 nm/mW with a measured resonance wavelength at zero bias of
1554.74 nm. The ring resonator tuning range was maximum 11 nm. I-V sweep of ring resonator
heaters and resistance vs voltage is shown in Fig. 3(i). The figure shows that resistance changes
from 12 kΩ to 20 kΩ as voltage is changed from 8 V to 16 V. The same plot also shows the
change in current supplied. As a higher voltage is applied, resistance increases due to self heating
and a detailed analysis of thermal effects on ring resonators is reported in [49]. A smaller drive
voltage V < 10V is preferred for CMOS and HBT processes. Thus a smaller ring resistance than
the one measured is preferred for electronic photonic integration.
The drive voltage of the microring resonators could be reduced by reducing the resistance

of the heaters on the microring resonators. This increases the power supplied to the heaters as
Power = V2/R. A side-effect of this approach is increased drive current as I = V/R. This might
complicate electronic driver ASIC (Application Specific Integrated Circuit) design. Another
way to reduce the drive voltage and thus power consumption is to use the substrate undercut
technique [50]. This approach reduces the power consumption but at the same time increases the
switching time. In our foundry, we did not have the option for substrate undercut.
The calculated power required to tune the microring by one FSR is 65 mW. With a better

process and more vias per ring resonator we expect to increase the tuning rage to one FSR. In
this case, on an average all micro-rings in the 8x4 switch require 32.5 mW and thus the total
average power consumption for the 64 micro-rings is 2.08 W. All paths (path is defined as a
connection on a given channel) have a power consumption of 32.5 mW on an average and per bit
power consumption per channel is 0.8125 pJ/bit at 40 Gbps Non Return to Zero (NRZ) and 0.325
pJ/bit for 50 Gbaud-PAM4. This is calculated as the ratio of average power consumption to tune
a microring/the line rate.

The PCB was designed in Altium Designer and fabricated by Advanced Circuits. The PCB was
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designed to have a PIC of up to 6 mm x 9 mm mounted on its surface with one edge overhanging
the edge of the board by 250 µm in order to easily accommodate edge coupling to a V-groove
fiber array. Standard design rules for the widths and separations of signal traces were maintained,
but a more advanced mechanical drill diameter of 300 µm was selected to reduce wire bond pad
size. A maximum of 72 signal and 20 ground wirebondable pads on the PCB were due to a
constraint on the maximum wirebond length of 8.5 mm set by the vendor.

Fig. 4. Heatmaps of (a) On-chip Path Loss, (b) Resonant Wavelength and (c) Tuning
Efficiency at different locations in the 8× 4 switch, Corresponding histograms of (d) On-chip
Path Loss, (e) Resonant Wavelength and (f) Tuning Efficiency.

In Figs. 4(a)–4(f) we characterize a single switch with 64 2nd-order ring resonators. In Figs.
4(a) and 4(b) we measure an on-chip path loss across different paths in the 8 × 4 with mean
9.94 dB and standard deviation of 2.08 dB. The minimum and max on-chip path loss in the
switch path were 6 dB and 14 dB. The test setup loss including chip to fiber coupling loss was
13 dB. These values correspond to input 1 - output 1 and input 8 - output 4. This results in a
waveguide crossing loss of 0.3 dB, through port loss of 0.3 dB and drop loss of 4.7 dB, measured
in the C-band. In Figs. 4(c)–4(d) we measure a resonant wavelength with mean 1534.19 nm and
standard deviation of 0.33 nm. In Figs. 4(e) and 4(f) we measure tuning efficiency with mean
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and standard deviation of 0.41 nm and 0.01 nm.
We performed 256 total measurements to generate Figs. 4(a)–4(f), 4 measurements on each of

the 64 ring resonators of the 8×4 switch. For each measurement the two voltages on the micro
rings are optimized to get the best peak drop port transmission [51]. As reported in [52], the peak
power is unimodal function of the heater voltages, i.e. has only one peak and the optimization
is automated with Python. In such cases, it is faster to optimize the voltages through a genetic
algorithm rather than a grid search on the two heater voltages. All the measurements in this
paper were conducted with Random Mutation Hill Climbing (SHC) [53]. For fast convergence
an approximate tuning curve is generated, and we assign random guess voltages to the ring
heaters depending on the tuning curve and the wavelength of interest. As ring resonator resonant
wavelengths follow a probability distribution given by Fig. 4(d), we apply noise sampled from
standard normal distribution to the voltages and select the best pair of voltages to maximize the
peak optical transmission. Noise can be scaled by a scalar, which can control the search space
around the random guess voltage.
The heater driver was designed to control 64 heaters configured as four banks, each bank of

16 was driven by an off-the-shelf 16-channel DAC. A USB to Serial-Parallel-Interface (SPI)
converter IC(FT4222) was used for controlling the DACs. DAC outputs were connected to
photonic IC via a 64-wide cable. Individual control of the DACs was achieved by configuration
words sent to the DACs via the SPI. Since 4 separate ICs were used the FT4222 served as
the master while the DACs were configured as slaves. A Graphical-User-Interface (GUI) was
designed in Visual Basic to allow programmability and ease of use.

Since the ring heaters require a 10V drive and a current drive of 2mA, the LTC2668 4-channel
12-bit DAC was chosen.The 12-bit DAC yields a 2.44mV LSB step, which is more than adequate
for the wavelength control required by the PIC. An additional consideration for the DAC was the
bandwidth. Accurate switching characterization of the heater necessitates the DAC’s bandwidth
be at least an order of magnitude faster than the time constant of the heater. The DAC settling
time was 8 µs , yielding a rise time of about 1.5 µs, adequate for measuring the PIC heater which
has a 15.92 µs rise time. Careful design of the PCB, including separating the analog and digital
signals and ground planes, ensured low coupling noise due to the electronic switching.

Heater time constant was measured by using a photodetector (xpdv2120R) while stepping the
heater driver. In the case of the double ring switching element, one ring is fixed at 10V or 0V
(rise versus fall times) while the other ring was stepped via the heater driver. This procedure was
repeated for different voltage differences and the switching time was recorded.
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Fig. 5. (a) rise time for three different voltage swing, (b) fall time for three different voltage
swing and (c) rise time, and fall time vs voltage swing.

Figure 5(a) shows the rise time for three different voltage swings. In this experiment, peak
transmission of ring resonator was optimized at voltage of 10 V and voltage on one of the rings
out of double ring resonator was changed by the voltage swing to 10 V. Figure 5(b) repeats the
same experiment in reverse for the fall time. Figure 5(c) shows that Rise time and fall time
change monotonically increase with the voltage difference swing applied to the ring resonators.
From the figure we can see that the worst case switching time is 15.92 µs. A rise time from
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10% to 90% is measured and shown for three different voltage differences. As we tune from one
channel to another, higher wavelength separation results in higher switching time. This large
signal switching is very different from the small-signal switching time reported in papers on
ring resonators [54] where switching time τ < 5 µs was measured by applying a small electrical
signal around the 3 dB point of the filter. This small-signal switching time does not apply to
wavelength selective switches as tuning across all channels is required, hence the motivation
for measurements in Fig. 5(c). If all the ring resonator are calibrated, drive voltages stored in a
look-up table and all ring resonators are set to the their respective channels simultaneously, then
the switching time of the switch is the worst case large signal switching time (15.92 µs) of an
individual micro-ring resonator.

Fig. 6. (a) Test setup from multi channel BERT testing at 40 Gbps (b) Multi-wavelength
crosstalk measurement for (signal) 0, 1, 2,and 3 crosstalk sources, Eye diagram for (c) no
crosstalk source, (d) one crosstalk sources, (e) two crosstalk sources, and (f) three crosstalk
sources

The Bit Error Rate (BER) test setup for multiple input crosstalk impairment testing is shown
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in Fig. 6(a). In this experiment, modulated signal at 1537.6 nm is split with a 4 × 4 splitter and
injected into input port 1, 2, 3 and 4. We calculated the coherence length of the Yenista Tunics
T100S-HP source as 238 m corresponding to the 400 kHz linewidth. Fiber delays of 500m,1.4
km and 6.4 km were used to decorrelate the optical phases of different input channels, which
would otherwise occur due to the optical source coherence time. We used a 40 Gbps modulator
from Sumitomo (T.MXH1.5-4OPD-ADC-LV) with measured insertion loss of 4 dB. An optical
preamplifier and post amplifier was required to compensate for interconnect losses including
losses from 4× 4 splitter and modulator insertion loss. A Finisar high gain 43 Gb/s photoreceiver
XPRV2022(A) was used for detection of transmitted data. Figure 6(b) shows a negligible penalty
in BER when multiple crosstalk sources are added to the input port. Figs. 6(c)–6(f) correspond
to eye diagrams with no crosstalk sources and sources at input 2, 3 and 4 respectively.

4. Discussion
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Fig. 7. (a) Number of signal pads which is proportional to complexity (the number of
switching elements) (b) tuning power consumption (c) worst case path loss vs switch radix.

Number of signal pads which is proportional to complexity (the number of switching elements is
plotted against theRadix (N) in Fig. 7(a). For an arbitrary L andN theComplexity = LN2. Figure
7(b) shows a plot of tuning power consumption vs Radix(N). Here a 30 nm/FSR tuning is assumed
,where on average each ring is tuned by a half FSR. Thus Tuning power consumption = 15LN2.
The scalability simulations of worst case path loss vs switch radix (N) for different L and off
loss/drop loss values is shown in Fig. 7(c). In this plot, we observe 10.25 dB reduction in the
insertion loss of the longest path between L=2, N=32 and 0.17/1.9 dB and 0.1/0.4 dB microring
resonator losses. For L = N and N = 32 we observe a 321.29 dB reduction in insertion loss while
at the same time reducing power consumption and complexity and hence footprint of the switch
as shown in Figs. 7(a) and 7(b).
The insertion loss of the switch is path dependent. The loss difference between the smallest

loss path and the largest loss path needs to be within the receiver dynamic range. A constraint
on the receiver dynamic range of 10 dB, sets the difference in minimum and maximum path
dependent insertion loss of 10 dB. For an L = 2, 32 × 32 and 64 × 64 switch this corresponds
to a loss of 0.16 dB and 0.08 dB per unit cell where both resonators are tuned off resonance.
This corresponds to an off resonance ring loss of 0.065 dB and 0.025 dB assuming ultralow loss
silicon photonic waveguide crossings are used [55]. This projected future loss is much lower
than the measured off resonance loss of 0.3 dB from histograms in Fig. 4(b).
All the resonators voltages were optimized with an open loop control with photo detectors

outside the chip package. A close loop control similar to [52] is possible if on chip wavelength
selective taps are available. Another option is to control the switch by calibrating the ring heater
vs temperature plot for all the ring resonators in the switch.
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5. Conclusion

We analyzed an optical interconnect switch architecture operating in the wavelength-time domain,
and having interconnection capability ranging from static all-to-all wavelength connectivity
(which is suitable for systems exchanging short messages) to on-demand microsecond-scale
dynamically allocated multiple-wavelength connectivity (which is suitable for systems exchanging
longer message sizes). This architecture allows the creation of a flexible, scaled-out, low-latency,
leaf-spine data center realization that does not require an increase in the overall size or the
number of fiber ports of the associated electronic packet switches. This approach reduces cabling
complexity and also requires fewer electronic switches which results in a lower overall power
consumption. The crossbar switch configuration makes it possible to optimize the interconnection
network dynamically (down to ≤ 100 microsecond reconfiguration time), to respond to slow or
fast variations in the workloads and the message-exchange rates in these systems.

We demonstrated a 8 × 4 multi-wavelength selective switch implementation that can switch up
to two wavelengths and gives almost full connectivity. A driver PCB with 64 channel DAC was
built to characterize the switch. Large signal switching time measurements were also conducted
on second order ring resonators and we measured a larger large-switching time as compared to
the small-signal switching time reported in literature. Histogram measurements on the whole
switch show a low standard deviation in path insertion losses, resonant wavelength without bias
and tuning efficiency. 40 Gbps BERT measurement with multiple crosstalk sources showed
negligible penalty due to incoherent crosstalk. We conclude that for multi-wavelength selective
switch with port count greater than 32, a lower off resonance ring loss is required.
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